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Abstract 
Introduction:  Understanding customer attitude regarding Green FMGC products. Marketing 
organization has described green marketing as the marketing of products that are meant to keep 
the world environment safe and sound 
Literature review: The concept of green products, their effects on customers, challenges 
associated with green product usage, and probable solutions for the challenges have been 
discussed. The number of consumers who prefer to use green sustainable products is increasing 
gradually with time. The theory of green purchase behaviour has been discussed 
Methodology: Includes information related to the survey participants, and information collection 
which is used for the study. 
Findings and Discussion:  It has been found that consumers are more likely to buy products 
from companies that are associated with green product distribution and manufacturing. The more 
time has passed people's perception of green products has changed for the better. Eco-friendly 
purchases are not in trend today because they are fashionable it's because they are essential for a 
cleaner and greener earth and sustainable aspects of the future 
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Conclusion:  The number of consumers who prefer to use green sustainable products is 
increasing gradually with time. Compared to 2009 when 52% of the general public was neutral to 
a company’s environmental effects 60% of people today care about environmental issues and 
they are more likely to buy products from that company which leaves a less carbon footprint 
Keywords: Green products, Sustainable products, Consumers buying habit 
 

Introduction 

Marketing organization has described green marketing as the marketing of products that are 
meant to keep the world environment safe and sound. It includes a large range of activities which 
incorporates modification of products, and production methods alteration. The number of 
consumers who prefer to use green sustainable products is increasing gradually with time. In 
2011 only 49% of people were inclined to use green products (Sethi, 2020). The number 
gradually increased to 54% in 2015 and 57% in 2018. It shows the gradual acceptance of green 
sustainable products all over the world (Jain, 2020).  

 

Figure 1: Gradual increase in consumer interest in green sustainable product usage 

(Source: Influenced by Tran, 2020) 

From the above figure it’s evident that from 2011 to 2018 there has been a gradual 
uprising in the number of consumers who decided to use green products. The goal of the study is 
to find out consumer attitudes towards the use of green products usage. Compared to 2009 when 
52% of the general public was neutral to a company's environmental effects 60% of people today 
care about environmental issues and they are more likely to buy products from that company 
which leave a less carbon footprint. 58% of people feel like they are more likely to purchase their 
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goods from a green company repeatedly. 44% of people felt like they engage more in 
conversation with their family and relatives about companies that deal with green products 
(Walia, 2020). 33% of people felt they were less concerned with product prices as long as they 
were supplied with green sustainable products. 

Aim 

The following are the research objectives 

 To describe the concept of green FMGC products in global markets 
 To analyze the impact of green FMGC products on consumers' buying habit  

 To identify some of the issues regarding the use of green FMGC products 
 To discuss the probable solutions for the challenges regarding the usage of green 

products 

The research questions are a following 

 What are green FMGC products and their importance? 
 How to analyze the impact of green FMGC products on consumer buying habits? 

 What are issues that may arise during the use of green products? 
 What could be the solutions to tackle the challenges regarding green product use? 

Literature Review 
Concept of Green FMGC products 
These are the products that are created and manufactured by sustainable technology and cause no 
environmental negative effects or hazards. As overviewed by Kumar, 2020 today green 
sustainable products have been able to capture the market quickly and enjoy a much greater 
share of growth globally. Products which were termed as sustainable were able to grow way 
faster and quicker than other products. Consumers felt sustainability of products and goods was 
most important to them. 55% of consumers were willing to pay more for more eco-friendly 
product purchase options (Tran, 2020).   

 
Figure 2: Steps in green product manufacture and distribution 

(Source: Influenced by Tran, 2020) 
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The above figure shows the steps in green product manufacture and distribution and 
people are more likely to invest their money in products which less or not likely to harm the 
environment and these products are doing much better in the market than their counterparts 
(Negi, 2020). Compared to 2009 when 52% of the general public was neutral to a company's 
environmental effects 60% of people today care about environmental issues and they are more 
likely to buy products from that company which leaves a less carbon footprint. 

The impact of green FMGC products on consumers' buying habit  
Multinational products manufacturing and distribution companies are researching day 

and night about the market share of various products. A Green FMGC product has created a 
reputation for not harming the environment and has become a popular choice in people's 
purchasing options (Kartawinata, 2019). Consumers are more self-aware now and they are 
looking to decrease their carbon footprint and choosing options that help them do so. Products 
which have earned a Climate Safe certification have seen 3.6 billion dollars worth of trades in 
the year 2021 which was more than double that in 2020. 78% of people think environmental 
safeguards as vital and they would prefer to modify their buying habits to match those goals. 
64% of people have shown significant interest in modifying their lifestyle choices (Maharani, 
2020).  

 
Figure 3: Value of green sustainable products 

(Source: Influenced by Tran, 2020) 

Figure 3 shows the current and old data of sustainable products in the market and both are 
showing as increase. However, the current which is blue one is showing comparatively more 
increased in the trend. The more time has passed people's perception of green products has 
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changed for the better (Amani, 2020).  Eco-friendly purchases are not in trend today because 
they are fashionable it's because they are essential for a cleaner and greener earth and sustainable 
aspects of the future. 

Challenges associated with the usage of green products 

Green FMGC products have a significant role in protecting the environment and 
decreasing the carbon footprint. Most of the time to manufacture green environmentally safe 
products companies has to significantly alter their manufacturing division to match the 
conditions which can result in increased production costs (Mirza, 2020). Green products are 
often on the costlier side and most people will choose from cheaper options. There is often no 
standardization to verify manufactured products as green or organic which may create confusion 
among consumers. Shareholders of a company and investors often need to be patient to view the 
environment as a larger-picture investment chance (Gupta, 2020). This approach can delay 
immediate results which may be frustrating. Green product marketing is a concept which is still 

in the cradle and needs a lot of fine-tuning before it can become viable.   

Probable steps to mitigate the issues associated with green products usage 

The companies need to spread awareness about the environmental issues that they are 
trying to advertise their products with. Consumer knowledge and education are very much 
needed. Transparency in business dealings and genuineness can help and helps to get noticed in 
the global market (Patnaik, 2020). Customers need to be reassured about their money’s worth or 

they are more likely to overlook the good effects of products.  

 

Figure 4: Customer buying habits with green products 

(Source: Influenced by Tran, 2020) 



A STUDY ON ATTITUDE OF CONSUMERS TOWARDS GREEN FMGC PRODUCTS 
 

Section: Research Paper 

6208 
Eur. Chem. Bull. 2023, 12(Special Issue 4),6203-6219 

Figure 4 shows the customer buying habits with green products in customer surveys and 
participation is necessary to make way for new products in the market. People are more likely to 
invest their money in products which less or not likely to harm the environment and these 
products are doing much better in the market than their counterparts (Sahoo, 2020). The more 
time has passed people's perception of green products has changed for the better.  

Theory of Green Purchase Behavior  

The more time has passed people's perception of green products has changed for the 
better. Eco-friendly purchases are not in trend today because they are fashionable it's because 
they are essential for a cleaner and greener earth and sustainable aspects of the future (Yanine, 
2020). The figure given below shows the green purchasing behavior of consumers. Compared to 
2009 when 52% of the general public was neutral to a company's environmental effects 60% of 
people today care about environmental issues and they are more likely to buy products from that 
company which leave a less carbon footprint 

 

Figure 5: Green Customer purchasing behavior 

(Source: Influenced by Tran, 2020) 

Methodology 

The job in the analysis makes compiling the information from source as make use of primary 
quantitative information collection from people. In this section the job makes a systematic 
illustration of the data. The more time has passed people's perception of green products has 
changed for the better (Sahoo, 2020). Eco-friendly purchases are not in trend today because they 
are fashionable it's because they are essential for a cleaner and greener earth and sustainable 
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aspects of the future. People are more likely to invest their money in products which less or not 
likely to harm the environment and these products are doing much better in the market than their 
counterparts.  

Findings and Discussion 

Hypotheses testing 

Hypotheses 1 
H1: There is a connection between Customer Attitude changes and Conservative Lifestyle 
choices 
H0: There is no connection between Customer Attitude changes and Conservative Lifestyle 
choices H0: There is no connection between Customer Attitude changes and Conservative 
Lifestyle choices 
Hypothesis 2  
H2: There is a connection between Customer Attitude and Green FMGC products 
H0: There is no connection between Customer Attitude and Green FMGC products 
Hypothesis 3  
H3: There is a connection between Customer Attitude and Social responsibilities to Environment 
H0: There is no connection between Customer Attitude and Social responsibilities to 
Environment 
Demographic Data 
Age 

 
Table 1: Age Analysis 

(Source: SPSS) 
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Figure 6: Age Analysis 

(Source: SPSS) 
 

There are 31.67 per cent of people belong to the 20 to 25 years age group and the 
majority of 60 per cent of the people in the age group of 26 years to 40 years.  
Gender 

 
Table 2: Gender Analysis 

(Source: SPSS) 
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Figure 7: Gender Analysis 

(Source: SPSS) 
 

There are 78.33% of people who have participated in the survey are male and 13.33% of 
people who have participated in the survey are females. 
Monthly Income 
 

 
Table 3: Income Analysis 

(Source: SPSS) 
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Figure 8: Monthly Income Analysis 

(Source: SPSS) 
43.33% of people have an income less than 20000, and 41% of people have an income range 
between 20000 and 30000. 
 
Data Analysis  
Hypothesis 1 

 
 

Table: Hypothesis 1 and its regression analysis 
(Source: SPSS) 
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The table that has been represented above is essential for the examination of the 
regression model that has been used for data scaling and study analysis hypothesis. Multiple 
regression testing is essential for testing the information that is taken into consideration for 
information verification in statistical studies (Gunawardana, 2020). The information is required 
to identify the alteration. The value of R and the square of R is put in the model summary which 
is required for analysis. A value between – 1 to +1 shows a positive impact. Here the value of R 
is found to be 0.980 which shows a higher frequency of correlation. The significance value is 
found to be 0.000 which is lesser than 0.05 and has been determined that the statistical 
significance of all information. 

In the Anova table, the value of significance is found to be 0.000 which means 
significant. The variable's behaviour in this study is supposed to predict with the assistance of 
Square of R. It could be described that customer attitude changes with conservative lifestyle 
choices. 
Hypothesis 2 

 
Table: Hypothesis 2 and its regression analysis 

(Source: SPSS) 
The table that has been represented above is essential for the examination of the 

regression model that has been used for data scaling and study analysis hypothesis. Multiple 
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regression testing is essential for testing the information that is taken into consideration for 
information verification in statistical studies. The information is required to identify the 
alteration (Pareek, 2020). The value of R and the square of R is put in the model summary which 
is required for analysis. A value between – 1 to +1 shows a positive impact. Here the value of R 
is found to be 0.980 which shows a higher frequency of correlation. The significance value is 
found to be 0.000 which is lesser than 0.05 and has been determined that the statistical 
significance of all information. 

In the Anova table, the value of significance is found to be 0.000 which means 
significant. The variable's behaviour in this study is supposed to predict with the assistance of 
Square of R. It could be described that customer attitude changes with conservative lifestyle 
choices. 
Hypothesis 3 

 
Table: Hypothesis 3 and its regression analysis 

(Source: SPSS) 
 

The table that has been represented above is essential for the examination of the 
regression model that has been used for data scaling and study analysis hypothesis. Multiple 
regression testing is essential for testing the information that is taken into consideration for 
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information verification in statistical studies. The information is required to identify the 
alteration (Hamangoda, 2020). The value of R and the square of R is put in the model summary 
which is required for analysis. A value between – 1 to +1 shows a positive impact. Here the 
value of R is found to be 0.980 which shows a higher frequency of correlation (Schramm, 2020). 
The significance value is found to be 0.000 which is lesser than 0.05 and has been determined 
that the statistical significance of all information. In the Anova table, the value of significance is 
found to be 0.000 which means significant. The variable's behaviour in this study is supposed to 
predict with the assistance of Square of R. It could be described that customer attitude changes 
with conservative lifestyle choices. 
Discussion 

The study creates a meaningful impact in ways of estimating the consumer attitude 
towards green product usage (Thomas, 2020). The number of consumers who prefer to use green 
sustainable products is increasing gradually with time. In 2011 only 49% of people were inclined 
to use green products. The number gradually increased to 54% in 2015 and 57% in 2018. It 
shows the gradual acceptance of green sustainable products all over the world (Adrita, 2020). 
The more time has passed people's perception of green products has changed for the better. Eco-
friendly purchases are not in trend today because they are fashionable it's because they are 
essential for a cleaner and greener earth and sustainable aspects of the future. Compared to 2009 
when 52% of the general public was neutral to a company's environmental effects 60% of people 
today care about environmental issues and they are more likely to buy products from that 
company which leave a less carbon footprint. 

Conclusion 

The number of consumers who prefer to use green sustainable products is increasing gradually 
with time. Multinational products manufacturing and distribution companies are researching day 
and night about the market share of various products. A Green FMGC product has created a 
reputation for not harming the environment and has become a popular choice in people's 
purchasing options. Consumers are more self-aware now and they are looking to decrease their 
carbon foot print and choosing options that help them do so. 
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Appendices 
Appendix 1:  Survey Questions 
Surveylink: 
https://docs.google.com/forms/d/e/1FAIpQLSe8ohBimy59K1mLOkOHZOcIskACGyzdtG85Hq
5EZz0Olcji-w/closedform 

1. What is your age? 
2. What is your gender? 
3. What is your monthly income? 
4. It is safe to use recycled products for the customer satisfaction process 
5. Recycled products create a change in environment 
6. It is wise to consume a product first when it’s about to be expired 
7. Extra care can be taken to avoid food wastage while preparing meal 

     8. Recycling is a cost effective to be a viable option 
    9. It is better to refill a bottle of liquid soap or shampoo instead of buying a new one 
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10. It is better to consume packaged food before the best before date 
11. Environmental problems can be solved by cooperating with other people 
12. Supporting environmental policies while casting votes in election is a good idea 
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of personalisation in a help. Information management shows how exceptional the digital stage is to answer 
constantly and rapidly to customer needs. First-request develops are shaped from the reflected parts of the 
two builds. 

The India public were educated from the beginning to use the technology to get the COVID-19 vaccination, 
making the base populace very appropriate to answer the review issue. Thus, the example is less helpless 
against the supportive of progress predisposition that is normal in development studies, which holds that 
individuals will generally embrace change and development with a good 404 substantial respondents were 
used to gather. Members were given severe privacy guidelines, which diminished the opportunity of a social 
attractiveness predisposition. An extensive collinearity assessment strategy was embraced to check for 
neurotic co linearity to diminish the probability of normal technique predisposition. The whole co linearity 
test yielded difference expansion factors (VIFs) that were under 3.3. Accordingly, the outcomes show that 
there is minimal possibility that the model has normal strategy inclination. Because of its advantages as far 
as test dissemination and size, a part based underlying condition model was used to break down the dataset to 
assess the exploration model and the connected hypotheses. Utilizing way gauging estimations and a case-
wise substitution missing methodology, the model was processed utilizing Smart PLS 3.0. The standard 
blunder assessments were performed utilizing a nonparametric bootstrapping with 5000 replications and 
individual level changes 

3.2 Hypothesis 
H1.1. The perceived price barrier (value barrier) has a negative impact on the intention to use the digital 
platform service. 

H1.2. The intention to use the digital platform service is adversely affected by the usability barrier 
(perceived complexity). 

H1.3. The intention to use the digital platform service is negatively impacted by the perceived security risk 
barrier. 

H1.4. The self-image barrier has a detrimental impact on the intention to use the digital platform service. 

H1.5. The requirement for human interaction, a tradition barrier, has a detrimental impact on the intention to 
use the digital platform service. 

4. RESULTS 
200 people who took the survey—2/3 of whom were female and 1/3 of whom were male—completed it on 
average in 12 minutes. There were 100 legitimate responses. 40% of the population is under 46 years old, 
50% is between 25 and 40, and 10% is over 68. 26% of the respondents worked in the healthcare sector, and 
50% had a university degree. Age and health accounted for 35% of all immunizations, according to the 
national vaccination classification, making them the two most important factors. 86% of respondents 
indicated positive or neutral satisfaction with government as the provider of the immunization, and 85% said 
they would use digital health services in the future (Rasheed et. al2021). 11% of users said they were 
prejudiced and concerned about technology, while 10% of users thought the digital vaccine platform was 
challenging to use. 83 percent of respondents (positive/neutral) believed that the configuration of digital 
platforms was appropriate for their problem (personalization), 83 percent believed that it kept them informed 
(communication), and 76 percent believed that it responded quickly (data management). The majority of 
respondents gave the digital vaccination platform extremely high praise in the configuration areas of 
personalization (by 52%) and communication (by 53%) (See Table 1). 

Table 1: Descriptive Results of Digital Vaccination Management Survey 
Variable Description M SD 
Duration Time to fill out survey. 609 356 

Age (1–4) <46, (5–6) 46–67, (7–8) >67 5.70 1.63 
Gender (1) male, …, (5) female 3.45 1.77 

Education (1–5) school/job, (6–7) B./Master 4.23 1.92 
Healthcare w 1 (yes), 2 (no) 3.56 2.12 

Priorisat. Group (1–4) age, (5) care, (6) health, (7) job 1.23 2.65 
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Satis_3 Satisfied with vaccination process 5.63 1.12 
Intent_Adopt_2 intend to use dig service in future 4.99 1.23 
Usabilit_Barr_1 digital portal was easy to use 6.12 2.66 
Te_Anx_Barr_2 not using d. tech. to avoid errors 4.23 2.74 

Personal_1 portal appropriate for concern 5.23 1.86 
Commun_1 portal keeps me well informed 6.74 2.77 

Data_R_Man_1 portal responded quickly 5.23 2.68 

 
Figure 1: Results of the Digital Vaccination Management Survey in Brief 

The viability of the estimating develops was surveyed by testing them without underlying linkages to affirm 
our reception model. Then, a develop explicit exploratory head part examination was performed. Marker 
trustworthiness for all designs is proposed by the pointer loadings, which reliably outperformed 0.708 
(Abdul et al., 2021). Then, Cranach’s alpha was determined so that each develop might perceive how 
dependable it was. The discoveries were over 0.7, which is a sufficiently dependable outcome. The typical 
fluctuation removed (AVE), which was acquired in the wake of looking at joined legitimacy and the 
separate, surpassed the negligible degree of 0.5. Results from the examination with the squared 
intercorrelation of the builds were in like manner adequate. The recommended research model's course 
coefficients and meanings were assessed utilizing the primary model (see Table 2 for further data). 

Table 2: Results from Structural Equation Modelling. 
Item Image 

Barr 
Indivi
dual 

Inertia 

Perceived 
Dependen

ce B. 

Perceive
d Value 
Barrier 

Security 
Risk 
Barr 

Technology 
Anxiety 

Barr 

Tradi
tion 
Barr 

Usabi
lity 
Barr 

Intenti
on to 
Adopt 

Commu
nication 

-0.185 
 

-0.120 -0.312 -0.099 0.007 -0.168 0.058 -
0.068 

 

Data 
Manage

ment 

-0.123 -0.008 
 

-0.032 -0.098 -0.085 -0.162 0.118 -
0.245 

 

Personal
ization 

0.265 -0.163 0.131 -0.131 -0.136 0.156 0.079 0.099  

Intentio
n to 

adopt 

-0.261 0.030 -0.106 0.109 0.090 0.095 -
0.058 

-
0.052 

-0.05 

Age         -0.32 
Educati

on 
        -0.08 

Gender          
Vaccina

tion 
Timing 

        0.02 
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With values ranging from 0.10 to 0.51, the measured R2 confirms an adequate match between the data and 
the model. The VIFs were processed while considering the chance of multicollinearity at the underlying 
level, yet they generally fell beneath the fundamental limit of five. The following stage was to compute the 
standardized root-mean-square lingering (SRMR = 0.08), which was used to assess the model's fit. The 
worth is adequate with the safer limit for covariance-based underlying condition modelling, regardless of 
whether the nature of this marker has not yet been totally affirmed for PLS-based primary condition 
modelling. We examined the effect of utilitarian, mental, and individual impediments on the expectation to 
embrace (ItA) digital vaccination services for the principal set of hypotheses (see Table 3). 

Table 3: The findings of hypothesis H1 focused on adoption difficulties. 
Hypothesis Structural Relation Original Sample M SD t P 

H1 Usability Barrier (Rev) ->ItA -0.236 -0.322 0.012 4.231 0.0001*** 
H2 P. Value Barrier ->ItA -0.156 -0.215 .0451 3.551 0.170 
H3 Security Risk Barrier ->ItA -0.312 -0.125 .0233 4.361 0.008** 
H4 Image Barrier (Rev) ->ItA -0.344 -0.362 .0145 5.126 0.001*** 
H5 Tradition Barrier ->ItA -0.356 -0.251 .0344 5.888 0.400 

5. DISCUSSION 

5.1 Platform Services for Vaccination Processes—Implications for Further Research 
This study proposed a changed reception model that makes sense of stage services for vaccination services, 
as well as by and large for new digital health services, instead of the opposition model of Mani and Chouk 
which was initially created for estimating the acceptance of new advances in shopper products markets. This 
study offers observational help for the model's relevance. In view of the three stage design areas of 
customization, correspondence, and information management, eight deterrents to the agreeableness of digital 
vaccination services were found. Most of variable loadings support the model. 

The usability barrier should be listed as the main influencing element since it has the greatest impact on 
adoption intention. In the end, this investigation confirms Ram and Sheth's findings. The second most 
significant element, the major image barrier, supports the results of researchers like Laukkanen, who found 
that people may avoid using digital innovations if their identities do not match the functions that are being 
presented for them. However, image is frequently seen as a network of associations, particularly in the 
context of commercial communication, from which expectations emerge that are not always connected to 
one's own self-concept. To fully understand the impact of image on innovation acceptability, more research 
is required. Interestingly, neither tradition nor technical weaknesses (perceived dependency and 
technological fear) have a substantial impact on our approach. Only image does. 

It's rather striking the way that little worth matters. This differentiations with purchaser items statistical 
surveying, where it has been exhibited that one of the principal factors impacting acceptance of a 
development is seen esteem, which is characterized as the shortfall of money related and execution esteem 
Concentrates on digital innovations that tended to COVID-19 likewise uncovered that the biggest effect on 
technology reception was anticipated execution (as an intermediary for esteem) The worth of the inoculation 
is very perfect (given the risk of mortality from COVID-19 and given the re-established opportunity of 
monetary activity), and there is no other option (however COVID-19 testing might be a brief substitute), 
which is one defence that may be given. Subsequently, the worth in the conventional significance of a cost 
benefit proportion isn't as significant in this present circumstance. A substitute clarification has to do with the 
elements of the mandatory India healthcare framework, where patients are not informed the expenses of 
medicines, drugs, immunizations, and so forth, therefore such expenses are not imbued in their recollections.  

Despite the fact that latency has been shown to be a central point impacting the reception of developments 
this study has not distinguished a significant effect. Lawmakers and professionals have over and again asked 
the newbies and antibody defaulters to immunize to drive up vaccination rates during the COVID-19 
pandemic. This vaccination reluctance inertia is not apparent in our analysis. Future research is needed to 
determine if this conclusion can be generalized to the healthcare system or if it is uniquely related to factors 
like the general population's subjective perception of COVID-19's lethality 

5.2 Platform Services for Vaccination Processes—Implications for Management and Policy 
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How to manage a pandemic and optimize the quick uptake of linked health services is a crucial concern for 
pandemic managers and policy makers. In order to manage vaccination operations, this paper suggests a 
digital vaccination service paradigm. The configuration areas of customization, communication, and data 
management are useful ideas to take into account while implementing such services, since they all 
significantly affected the adoption hurdles. Although not all hurdles had a substantial impact on the vaccine 
candidates' decision to adopt, the cumulative impact of all barriers should not be disregarded. 

Our research indicates that usability and functionality are quite important. The main influencing element for 
configuring platform services should be noted as the usability since it had the most impact on adoption 
intention. The click flow (see Appendix A.6) appears to be crucial in determining whether consumers on 
digital health platforms convert or bounce. As a result, using a patient-centred approach, the management 
and design of the assistance provided throughout the digital vaccination experience is of paramount 
importance. The largest effect of personalisation on usability may be seen throughout the whole model. The 
ability to shape a help as per the demands and inclinations of the subjects supports its practicality for the user 
and ought to subsequently reduce related originations of development obstruction, making customization the 
main concern for strategy producers and pandemic-battling officials. 

Usability, image, perceived dependency, and technology anxiety are the most common effects of 
communication, the second area of platform configuration, on adoption obstacles. The administration of 
vaccinations depends heavily on information processing on platform services since healthcare sectors have a 
predominate risk-avoidance attitude. This relates to the creation, dissemination, and updating of information. 
People can assess the worth of an invention because they can compare it to the harmful status quo and grasp 
its qualities more clearly with detailed information. Correspondence offers designated data to separate 
boundaries (e.g., convenience), coordinate user inclinations with stage arrangement (i.e., separate the picture 
hindrance), and separate the apprehension about specialized shortcomings (i.e., separate the reliance on 
technology and uneasiness obstructions). It essentially influences whether or not an individual would 
acknowledge a digital help mentally. In India, the data cycle was conveyed not just on the site of the 
bureaucratic health service yet in addition on the specific site, https://social.niti.gov.in/ (got to on March 23, 
2022), with clarification and direction, as well as a continuous interaction with email updates, data 
connections, course direction, SMS updates, and a check list for the vaccination cycle in the assigned 
vaccination places. 

6. CONCLUSION 
Internationally, COVID-19 has become a top priority because to its widespread effects, and all nations have 
made every effort to contain the dreadful situation to the best of their abilities. The use of vaccines is a 
crucial tactic that may help avoid the disease's horrifying effects and lower mortality rates (Mbiine et al., 
2021)The planning, obtaining, distributing, and pricing of the vaccinations were major responsibilities of the 
federal government, while the state governments concentrated on carrying out the program. The central 
government's monopoly on vaccine procurement led to large purchases at discounted prices. Vaccine makers, 
however, quoted higher costs for the state governments and private health units while keeping relatively 
cheap rates for the central government as a result of the implementation of liberalized policies, which also 
resulted in differential pricing. The initiative was hastened by the following adjustment to the vaccine 
strategy, which increased the central government's engagement in procurement. Dependence on the private 
sector for vaccination distribution did not considerably help the program go through more quickly. 

REFERENCES 
1. Saw, Y.E.; Tan, E.Y.Q.; Liu, J.S.; Liu, J.C. Predicting Public Uptake of Digital Contact Tracing During 

the COVID-19 Pandemic: Results from a Nationwide Survey in Singapore. J. Med. Internet 
Res. 2021, 23, e24730. 

2. Smith, I.M.; Bayliss, E.; Salisbury, H.; Wheeler, A. Operations management on the front line of 
COVID-19 vaccination: Building capability at scale via technology-enhanced learning. BMJ Open 
Qual. 2021, 10, e001372. 

3. Kis, Z.; Kontoravdi, C.; Shattock, R.; Shah, N. Resources, Production Scales and Time Required for 
Producing RNA Vaccines for the Global Pandemic Demand. Vaccines 2021, 9, 3 



IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
 

Research paper                                                 © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 11, Iss 10,   2022 

 

1887 | P a g e  
 

4. Kim, D.; Lee, Y.J. Vaccination strategies and transmission of COVID-19: Evidence across advanced 
countries. J. Health Econ. 2022, 82, 102589. 

5. Kitagawa, T.; Wang, G. Who should get vaccinated? Individualized allocation of vaccines over SIR 
network. J. Econom. 2021, 232, 109–131. 

6. Radonjic-Simic, M.; Mahrt, C.; Niemand, S.; Speck, A.; Windrich, M. Decentralized Open Platform for 
Vaccination—A India Example: COVID-19-Vacc. J. Open Innov. Technol Mark. Complex. 2021, 7, 
186. 

7. Xu, Z.; Qu, H.; Ren, Y.; Gong, Z.; Ri, H.J.; Zhang, F.; Chen, X.; Zhu, W.; Shao, S.; Chen, X. Update on 
the COVID-19 Vaccine Research Trends: A Bibliometric Analysis. Infect. Drug Resist. 2021, 14, 4237–

4247. 

8. Asadullah, A.; Faik, I.; Kankanhalli, A. Digital Platforms: A Review and Future Directions. In 
Proceedings of the 22nd Pacific Asia Conference on Information Systems, PACIS 2018, Yokohama, 
Japan, 26–30 June 2018; p. 248. 

9. Hermes, S.; Riasanow, T.; Clemons, E.K.; Böhm, M.; Krcmar, H. The digital transformation of the 
healthcare industry: Exploring the rise of emerging platform ecosystems and their influence on the role 
of patients. Bus Res. 2020, 13, 1033–1069. 

10. Collis, A.; Garimella, K.; Moehring, A.; Rahimian, M.A.; Babalola, S.; Gobat, N.H.; Shattuck, D.; 
Stolow, J.; Aral, S.; Eckles, D. Global survey on COVID-19 beliefs, behaviours and norms. Nat. Hum. 
Behav. 2022, 6, 1310–1317. 

11. Fagherazzi, G.; Goetzinger, C.; Rashid, M.A.; Aguayo, G.A.; Huiart, L. Digital Health Strategies to 
Fight COVID-19 Worldwide: Challenges, Recommendations, and a Call for Papers. J. Med. Internet 
Res. 2020, 22, e19284. 

12. Woldeyohannes, H.O.; Ngwenyama, O.K. Factors Influencing Acceptance and Continued Use of 
mhealth Apps. In HCI in Business, Government and Organizations. Interacting with Information 
Systems; Nah, F.F.H., Tan, C.H., Eds.; Lecture Notes in Computer Science; Springer: 
Berlin/Heidelberg, India, 2017; pp. 239–256. 

 

13. Rasheed, J.; Jamil, A.; Hameed, A.A.; Al-Turjman, F.; Rasheed, A. COVID-19 in the Age of Artificial 
Intelligence: A Comprehensive Review. Interdiscip. Sci. Comput. Life Sci. 2021, 13, 153–175. 

14. Syed Abdul, S.; Ramaswamy, M.; Fernandez-Luque, L.; John, O.; Pitti, T.; Parashar, B. The Pandemic, 
Infodemic, and People’s Resilience in India: Viewpoint. JMIR Public Health Surveill. 2021, 7, e31645. 

15. Mbiine, R.; Nakanwagi, C.; Lekuya, H.M.; Aine, J.; Hakim, K.; Nabunya, L.; Tomusange, H. An Early 
Warning Mobile Health Screening and Risk Scoring App for Preventing In-Hospital Transmission of 
COVID-19 by Health Care Workers: Development and Feasibility Study. JMIR Form Res. 2021, 5, 
e27521. 

16. Nishtar, S. Public – private 'partnerships' in health – a global call to action. Health Res Policy Sys 2, 5 
(2004). https://doi.org/10.1186/1478-4505-2-5 

17. CII and KPMG. 2009. “The Emerging Role of PPP in Indian Healthcare Sector.” Policy Paper. 

Available online at: www.ibef.org/download/PolicyPaper.pdf. 

18. Ravindran, T. S. (2010). Privatisation in reproductive health services in Pakistan: three case studies. 
Reproductive Health Matters, 18(36), 13-24. 

19. Tekin, P. S., & Çelik, Y. (2010). Analysing public-private partnership policy as a financing method in 
Turkey health sector with political mapping. In 7th Biennial Conference in Organisational Behaviour in 
Health Care, Mind the Gap: Policy and Practice in the Reform of Health Care (Vol. 62). 

https://doi.org/10.1186/1478-4505-2-5


IJFANS INTERNATIONAL JOURNAL OF FOOD AND NUTRITIONAL SCIENCES 

ISSN PRINT 2319 1775 Online 2320 7876 
 

Research paper                                                 © 2012 IJFANS. All Rights Reserved, UGC CARE Listed ( Group -I) Journal Volume 11, Iss 10,   2022 

 

1888 | P a g e  
 

20. Sekhri, N., Feachem, R., & Ni, A. (2011). Public-private integrated partnerships demonstrate the 
potential to improve health care access, quality, and efficiency. Health affairs, 30(8), 1498-1507. 



57

  A COMPARATIVE STUDY OF FILE FORMAT, MANIPULATION, MEASURING AND 
ANALYSIS OPTIONS PROVIDED BY PROTEIN STRUCTURE VISUALIZATION TOOLS

 

  

 

      
1(II)           2023

 
                                                                Shaheda N. Ansari 
Department of Computer Science, AKIS, Poona College of Arts, Science and Commerce,
Camp, Pune-411001(MS)

A A
Highlight



Journal of the Maharaja Sayajirao University of Baroda 
ISSN :0025-0422 

Volume-57, No.1 (II) 2023 36 

 

 

A COMPARATIVE STUDY OF FILE FORMAT, MANIPULATION, MEASURING AND 
ANALYSIS OPTIONS PROVIDED BY PROTEIN STRUCTURE VISUALIZATION TOOLS 

 
Shaheda N. Ansari 
Department of Computer Science, AKIS, Poona College of Arts, Science and Commerce, 
Camp, Pune-411001(MS) 

 
ABSTRACT 
The generation of a protein structure is much difficult than the generation of a protein sequence. However, 
the protein structure gives much more insight in the function than its sequence. Therefore, a number of 
methods have been proposed for the computational prediction of protein structure from its sequence. Tools 
are need by the researchers for loading, displaying, analyzing and manipulating sequence data. For 
visualize a protein whose structure has been known many tools have been developed. Seven commonly 
used freely available protein structure visualization tools viz. RasMol, Chime, Protein Explorer, Swiss- 
Pdb Viewer, WebMol, MOLMOL and Cn3D were downloaded during present course of investigation. 
The study is performed on these softwares for- different input, output file format; manipulation options in 
the structure and sequence; and different measuring and analysis capabilities provided by these softwares. 

 
Keywords: amino acid, structure, function, visualization etc. 

 
INTRODUCTION 

The 3D structure of protein (Anfinsen, 1973) is determined from the amino acid sequence, which 
is related to its function. An amino acid sequence alteration can bring about changes in the stability and 
folding of the protein (Lorch et al., 1999; Lorch et al., 2000), interaction of the protein with other 
molecules (Rignall et al., 2002; Ung et al., 2006) and change in functional levels (Tiede et al., 2006) or 
overall function of the protein as well. An amino acid sequence mutation may alter the structure of a 
protein but it does not necessarily alter its function, although, the mutation at specific sites such as 
conserved residues can bring about a change in the structure and function of the protein (Prabantu et al., 
2021). 

In the Protein Data Bank (PDB) (Berman et al., 2000) solved structures are usually deposited. 
There is a large gap between the number of proteins we known the structure of since it is possible to derive 
a proteins sequence from the sequence of the gene that codes for that protein and sequencing is much 
faster than solving protein structures experimentally. Also, the majority of these proteins remain 
uncharacterized, i.e. we have no information about what this proteins function is, where it is located in 
the cell and with what other proteins it interact. Much can be learned of a protein by knowing its three- 
dimensional structure and since solving protein structures is a difficult problem, generating protein 
structures through computational means would allow us to bridge the gap between the number of known 
protein sequences and known protein structures. 

The advances in computer graphics technologies and availability of structural data together have 
pushed development of computational tools for molecular visualization and analysis (Lesk and Hardman, 
1982). The usage of graphical presentations greatly helps to successfully describe, communicate or 
understand structural concepts related to various biological phenomena (Sánchez-Ferrer et al., 1995). The 
visualization of 3D structure of proteins is critical in many areas like, protein modeling, drug design. This 
is because that the 3D structure of a protein determines its interaction with other molecules, hence its 
function, and the relation of the protein to other known proteins. Each way of visualization highlights a 
different aspect of the protein molecule (Shirky, 2000). Growing number of new structure data in Protein 
Data Bank open new ways for collaboration, thus emphasizes the need for visualization tools that are 
portable. Moreover, studying the interaction between protein molecules may also require visualizing huge 
number of atoms, thus researchers also need tools that are capable of loading and displaying this huge 
amount of data (Can et al., 2003). Many tools have been developed to visualize a protein whose structure 
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has been known. Some of these tools are: RasMol (Sayle and Milner-White, 1995), Chime (MDL 
Information Systems, Inc.), Protein Explorer (Martz, 2002), Swiss-PDB viewer (Kaplan and Littlejohn, 
2001), WebMol (Walther, 1997), MOLMOL (Koradi et al., 1996), and Cn3D (Wang et al., 2000). The 
study was performed on these softwares for various display capabilities (Ansari and Sayyed, 2011), 
different properties and coloring styles provided by softwares (Sayyed and Ansari, 2013), and different  
viewing and selection options provided by softwares (Ansari, 2018). 

 
MATERIALS AND METHODS 

Seven free structure visualization tools were downloaded for visualizing the 3D structure of 
proteins: 
RasMol (http://www.rasmol.org/) 
Chime (https://www.umass.edu/microbio/chime/getchime.htm) 
Protein Explorer (https://www.umass.edu/microbio/chime/regisfrm/downlpe.htm) 
Swiss-PDB viewer (http://www.expasy.org/spdbv/) 
WebMol (https://github.com/dirkwalther/webmol) 
MOLMOL (https://sourceforge.net/projects/molmol/) 
Cn3D (https://www.ncbi.nlm.nih.gov/Structure/CN3D/cn3dinstall.shtml) 

Structure data files were downloaded from the Protein Data Bank (https://www.rcsb.org/) and NCBI 
(http://www.ncbi.nlm.nih.gov/). 

The study was performed on these seven softwares to see sources of the input file supported by the 
softwares. In order to see a molecular structure an atomic coordinate data file for that structure must be 
loaded. Hence formats of the input and output files supported by the softwares were studied. 

The study was performed to see whether the softwares have the facilities to add or removes amino 
acids, bonds, H-bonds; and mutate the amino acid. These might be useful to fine-tune an image before a 
final rendering (e.g. by adding or removing H-bonds), or to discard a part of a protein to save truncated 
proteins. Studying mutations by using software can be very useful to quickly evaluate their putative effects 
before actually performing them in the lab. 

Software’s were observed for different measuring and analysis capabilities provided by them such as 
measuring distance between two selected atoms, angle of three selected atoms, torsion or dihedral angle 
of four selected atoms, and total number of chains, groups, atoms, bonds, H-bonds, SS-bonds, helices, 
strands and turns in the loaded protein. 

 
RESULTS AND DISCUSSION 

The results summarized in Table 1 shows that RasMol and MOLMOL can open 3-D structure file 
from local disk only where as Chime, Protein Explorer, Swiss-PDB Viewer WebMol and Cn3D can opens 
file from local disk as well as from URL. The format of the input file supported by RasMol are PDB, 
Alchemy, MOL2, MOL, XYZ, CHARMm, and MOPAC; by Chime are PDB, and MOL; Protein Explorer 
and WebMol opens only PDB format files; Swiss-PDB Viewer opens PDB, mmCIF and MOL file 
formats; MOLMOL opens PDB, ANG, COR, MOL2, XYZ and SEQ; and Cn3D can CN3, CDD, Binary 
ASN and ASCII ASN. Being studying the input file formats supported by the softwares it was observed 
that all these software supports PDB files except Cn3D. Cn3D does not read PDB-format files directly, 
but instead uses NCBI's MMDB structure database. RasMol can save files in PDB, BMP, GIF, EPSE, 
PPM, RAST and Alchemy formats; Chime in PDB and MOL; Protein Explorer save as MolSlides; Swiss- 
PDB Viewer can save in BMP, PDB and POV; WebMol has no save option. MOLMOL can save in PDB, 
ANG, COR, Sequence, BMP, JPEG, PNG, FM, PS EMF, TIF, POV, RIB and WRL and Cn3D in CN3, 
CDD, Binary ASN, ASCII ASN and PNG. 
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http://www.expasy.org/spdbv/)
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http://www.ncbi.nlm.nih.gov/Structure/CN3D/cn3dinstall.shtml)
http://www.rcsb.org/)
http://www.ncbi.nlm.nih.gov/)
http://www.ncbi.nlm.nih.gov/)
http://www.ncbi.nlm.nih.gov/Structure/MMDB/mmdb.shtml
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The results obtained in Table 2 summarized that only Swiss-PDB Viewer and MOLMOL have the 
facilities to add and remove amino acids, bonds, and hydrogen bonds and can mutate amino acids. 
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The results summarized in Table 3 shows that RasMol, Chime, Protein Explorer and WebMol can 
display distance between two selected atoms, angle of three selected atoms and torsion angle of four 
selected atoms, MOLMOL displays only distance and torsion angle but not the angle, Cn3D do not 
displays distance, angle and torsion angle. Information about the loaded protein molecule like total 
number of chains, groups, atoms, bonds, H-bonds, SS-bonds, residues forming helices, strands and turns 
can be obtained in RasMol and Protein Explorer but not in Chime, Swiss-PDB Viewer and Cn3D. 
WebMol shows only information about total number of chains, residues, SS-bonds and shows fraction 
of helices and strands. MOLMOL gives information about total number of chains, residues, atoms and 
bonds only. 
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SUMMARY AND CONCLUSION 
Being studying these protein structure visualization softwares it has been observed that Structure 
visualization tools should support different input file formats also it provides options to save the open 
structure in different output file formats. It should not only display the molecular images but should 
contain structure analysis, computation and manipulation tools like in the loaded molecule it should 
display number of atoms, residues, chains, bonds, H-bonds, disulphide bonds, alpha helices, beta sheets 
and turns. It should compute distance, angle, and torsion angle. It should be able to add or remove atom, 
amino acid, bond and H-bond. Also, it should have facility to mutate amino acid. 
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Abstract 
Development is very crucial for the human development. Women empowerment is a serious issue in the development process. 
Education and Health care accessibility is very limited to rural women; hence facing poor standard of health. The 
constitution of India empowers the state to adopt various measures for the upliftment of women. Empowerment of women is 
an important agenda in the development efforts on a country. 
Keywords: Women; Empowerment; Health; Education 

 
Introduction 

The role of women in the process of 

development has been widely acknowledged 
(Malhotra, & Schuler, 2005). Almost all the 
countries of the world have committed to provide 
equal opportunities to female in each and every field 
of social and cultural interest (Baqi, et. al., 2017). 
According to Food and Agriculture Organization 
(FAO), the International Fund for Agricultural 
Development (IFAD) and the World Food 
Programme (WFP) women and girls play a crucial 
role in achieving the 2030 Agenda for the 
Sustainable Development, in particular, the goal of 
eradicating hunger and extreme poverty. Despite this 
rural women have limited economic resources, have 
less access to health and education services, limited 
job security etc. (Keshavarz, et. al., 2013). Again and 
again, women contributions in the economic growth 
and development have been relegated. The 
empowerment of women has relied on improving 
women’s control over their economic resources and 

on the strengthening their job security (Mehra, 
1997).  

India has also approved various national and 
international human rights instruments committing 
to secure equality for women (Hathaway, 2007). The 
constitution of India empowers the state to adopt 
various measures for the upliftment of women 
(Mokta, 2014). Empowerment of women is an 
important agenda in the development efforts on a 
country (Fernós, 2010). There has been significant 
shift in approach of the Government of India towards 

the development of women especially rural women 
(Agarwal, 1989).  
Empowerment of Women 

Empowerment is a multi-directional concept 
(Galiè, & Farnworth, 2019). Women's 
empowerment is a process in which women gain an 
equal share of control over resources like financial, 
knowledge, information, ideas and control over 
decision-making in the home, society and nation 
(Mandal, 2013, May). According to the 
Country Report of Government of India, 
"Empowerment means moving from a position of 
enforced powerlessness to one of power". 
Education of Women 

Education is the most powerful instrument of 
changing women position in the society 
(Kasiviswanathan, et. al., 2022). Education reduces 
inequalities and also acts as a means to improve their 
living standard and social status within the family 
and society (Sreedhar, & Kumar, 2018). In order to 
encourage education among women schools, 
colleges and even universities were established 
exclusively for women in the country. To bring more 
equal status of education among men and women 
Government provide a package of scholarships, 
concessions in fee, mid-day meals, school dress, 
books etc. to the girl children especially from 
marginalized sections of the society (Ali, 2016). As 
a result women's literacy rate has grown over the 
three decades. 
Health: 

Health status of women is very pity as 
compared with that of men because of their limited 
access to healthcare, sufficient nutrition, 

mailto:nawaz1717@gmail.com
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reproductive facilities, and to issues of fundamental 
rights of person (Vainik, 2008; Usmani, & Ahmad, 
2016). According to the World Health Organization, 
585,000 women die every year, over 1,600 every 
day, from causes related to pregnancy and childbirth. 
The maternal mortality ratio in India is 167 per 
1,00,000 live births (SRS, 2015). Table 1 presented 
the percentage of access to health services in India 
and its major states. Though the percentage of access 
is well but it needs more serious concern, especially 
in the least developed states. 
Table 1- Maternal health Services by States: 

States ID* Full 
ANC** 

TT*** PNC**** 

AP 91.1 38.2 97.1 77.9 

ASM 74.2 25.2 90.2 7 

BR 65.3 9.6 88.6 6.4 

GUJ 87.9 25.7 87.6 47.5 

HAR 76.4 9.7 85.1 23.5 

KAR 92 33.4 93.2 75.6 

KER 99.4 53.6 95.1 94 

MP 78.1 12.1 88.9 60.3 

MAH 90.3 24.4 89.9 77.1 

ORS 81.3 24.6 95.8 10.5 

PUJ 80.4 15.5 95.3 15.6 

RAJ 82.7 8.6 82.6 9.5 

TN 99.3 35.2 96.4 94.7 

UP 62.1 2.7 81.3 12.1 

WB 76.3 21.2 96 9.1 

INDIA 78.7 19.7 89.8 39.3 

Source: Rapid Survey on Children (RSoC), 2013-
14, Ministry of Women and Child Development, 
Government of India.*Institutional Deliveries, 
**Antenatal Care, ***Tetanus Toxoid, 
****Postnatal Care 
 
Major Handicaps In The Empowerment Of 
Rural Women  

1. Limited Access to Resources 
2. Limited Access to input and credit 
3. Inadequate Technical Competency 
4. Poor participation in family or society 

decision making 
5. Poor Gender Consideration 
6. Limited Exposure to the mass media  

 

Women Empowerment Programmes 
Against the patriarchal ideology of society, 

the women and girls need special commitment to 
enjoy their rights and participation in the decision 
making process. With the objective of bringing 
about the development of women and improving 
their status in the society government of India 
implemented various programmes. 
 
The various programmes of women development 
are as follows: 

• Self Help Groups 
• Group Development Programmes 
• Capacity Building Programme 
• Income Generation Programmes 
• Credit and Savings Mobilisation 

Programmes 
These programmes have been shown an 

impressive result in the development of women and 
in improving their access to education, healthcare, 
and other socio-culture institution and thus improve 
their social status in the society. 
 
Conclusion 

Though women make half of the world 
population, they have remained as an oppressed 
group from the beginning of the history. Though 
there are some societies those regard women as 
superior in the family and community, but most of 
societies of the world have been treating them as 
second class citizens. Reasons may be religious and 
cultural and physical structure of the socity, that 
forced women to remain as dominated group around 
the world, especially in the developing countries. 
Even in the most developed countries which boast 
the best human rights situation in their country, 
women's participation in almost all fields is very 
negligible because of male dominance ideology. In 
many countries, women are kept as 'slaves' and 
within the boundary of home as they are not allowed 
to go outside without permission and also not to 
participate in any social and political activities.  

In a society like ours, empowerment of 
different section of the societies are becoming 
serious concerns and to address it planners, 
managers, social scientist all over the world have 
started deliberating and devising way out like 
anything. In this direction genders issues are 
dominating over other vulnerable issues like 
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poverty, class conflicts, communities, ethnic issues 
etc. In ensuring an egalitarian development gender 
equity still remains as a pertinent question as it has 
been for the thousands of years of human 
civilization. 
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Abstract 

The gig economy has experienced rapid growth in recent times, providing a substantial source of 
income for urban dwellers. This research investigates the socioeconomic characteristics, working 
conditions, and income trends of gig workers located in Pune, India. The study is based on a survey 
conducted in 2022, which involved 200 gig workers in Pune. The findings reveal that gig workers in 
Pune face numerous challenges, including inadequate compensation, prolonged working hours, job 
insecurity, and limited access to social security. The paper's conclusion highlights policy 
recommendations for enhancing the socioeconomic status and working conditions of gig workers in 
Pune. 

Introduction 

The gig economy has emerged as a substantial employment opportunity in various countries, including 
India. Typically, gig workers do not maintain a conventional employer-employee relationship, instead 
opting for temporary or contractual work facilitated by online platforms. This trend has been propelled 
by multiple factors such as technological advancements, evolving consumer preferences, and the 
necessity for workforce adaptability. 

In India, the gig economy has rapidly expanded in recent years, offering significant earning prospects 
to numerous individuals, particularly in urban locales. The city of Pune, located in the western state of 
Maharashtra, has emerged as a prominent hub for gig work, with numerous individuals engaging in a 
diverse range of such jobs. 

In order to explore policy implications for enhancing the socioeconomic position of gig workers in 
Pune, this article looks at their socioeconomic profiles, working circumstances, and income patterns. 

Literature Review 

Laws and regulations for gig workers in India have been a topic of concern in recent years. The Code 
on Wages, 2019 provides for a universal minimum wage and floor wage to be provided to all 
organized and unorganized sectors, including gig workers (Government of India, 2019).  

The Code on Social Security, 2020 recognizes gig workers as a new occupational category, making 
them eligible for benefits such as maternity benefits, life and disability cover, old age protection, 
provident fund, and employment injury benefits (Government of India, 2020). However, eligibility 
does not ensure the guarantee of these benefits to workers. This issue has been highlighted by various 
researchers and organizations. 

The enactment of the Code on Social Security, 2020 has made understanding the scope and ambit of 
social security laws easier by consolidating the pre-existing laws (Government of India, 2020). The 
Code also defined various terms like gig workers and platform workers, which were not previously 
defined. The Code is expected to increase employment opportunities by engaging workers on a 
temporary basis and providing them with social security. 

The NITI Aayog report titled "India's Booming Gig and Platform Economy" provides a 
comprehensive and methodical approach to estimating the current size of the gig economy and its 
potential for employment creation (NITI Aayog, 2022). The report examines the benefits and 
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challenges of the gig and platform economy and suggests international best practices for social 
security programs. The objective of the study is to understand the significance of the gig economy in 
terms of employment generation and suggest measures to encourage employment in the sector. 

Chaudhary (2021) explored women's participation and opportunities for work in the gig economy and 
found that the participation of women in the Labour Force Participation Rate (LFPR) is very low, and 
there is a significant gap that exists in India. 

Pal (2021) raised the issue of the rising popularity of the gig economy and its advantages and 
disadvantages in both global and Indian contexts. The study discussed the recent initiatives taken by 
the Central Government of India to regulate the gig economy. 

Mukherjee and Sujatha (2020) examined the process of construction of professional identity over 
organizational identity by independent workers and understood the impact of learning agility on 
professional identity while engaging in the gig economy.  

Rukhsar (2019) analyzed employees' awareness and perception towards the gig system. The authors 
also looked at the problems faced and suggested potential solutions. They found that the gig system 
doesn't restrict talent by setting any kind of limitations and allows for better networking in and out of 
the organization. 

In Banwari's (2018) study, the trend of Gig Economy in India was examined, which is rapidly 
increasing in every sector with the help of technological platforms. The author highlighted the 
potential benefits and challenges of this economy and emphasized that collaboration between the 
government and educational institutes can convert these challenges into opportunities. Caza's (2020) 
study focused on the prevalence of gig work in management education and highlighted three broad 
areas for future investigation: how the gig economy may influence students, faculties, and universities. 

Sargeant's (2017) study provided insight into the advancement of the Gig Economy and its impact on 
the labor market due to the expansion of contingent work. The study analyzed the size and status of 
the Gig Economy and also examined the issues raised by lawsuits related to the employment status of 
workers employed in this developing economy. 

Dokko et al. (2015) attempted to identify the opportunities and challenges of non-traditional and 
contingent employment relationships under the development of the Gig Economy in the United States 
(U.S.). The study provided a framework for understanding the impact of this emerging economy on 
workers and their employers. 

Methodology 

The study employed a quantitative research design using a survey questionnaire to collect data from 
gig workers in Pune. The survey was administered to a sample of 200 gig workers who were selected 
through convenience sampling. The questionnaire included questions on demographics, work 
experience, income, job satisfaction, and challenges faced by gig workers in Pune. 

Results 

According to the survey's findings, gig workers in Pune encounter a variety of difficulties, such as 
poor pay, lengthy workweeks, a lack of job stability, and the lack of access to social protection. 

The survey found that approximately 75% of respondents claimed to make less than Rs. 15,000 per 
month. It was also found that 44% respondents worked for more than 40 hours per week, and 32% 
reported working more than 50 hours per week. 

Only 24% of the workers had access to any type of social safety, such as health insurance or 
retirement plans. 

Lastly, it was found that just 38% of Pune's gig workers said they were satisfied with their jobs, 
according to the survey's final finding.  
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Discussion and Policy Implications 

The results of this study have significant policy repercussions for raising the socioeconomic standing 
and working conditions of gig workers in Pune. 

In Pune, gig workers must first be paid a fair salary that is appropriate for the labour they perform. 
Setting a minimum salary for gig labour or pressuring platform providers to pay gig employees fairly 
could accomplish this. 

Second, the amount of hours per week that gig workers are expected to work needs to be restricted. 
This can be achieved by setting a cap on the number of hours gig workers can work each week or by 
pressuring platform providers to reduce the amount of time that gig workers are required to work. 

Thirdly, social safety programmes like health insurance and retirement plans must be made available 
to gig workers in Pune. This could be achieved by urging platform firms to offer these benefits to gig 
workers or by creating a social protection programme for gig workers under the direction of the 
government. 

In order to ensure that gig workers in Pune are happy with their jobs, the working conditions must be 
improved. This might be accomplished by pressuring platform businesses to offer gig employees a 
secure and comfortable working environment or by setting up a grievance resolution process that 
would allow gig workers to voice any problems or complaints they may have with their jobs. 

Limitations 

Notwithstanding the significance of the research's conclusions and their implications for policy, there 
are a number of limitations of this study that need to be recognized. 

First off, this study's sample size was rather small, with only 200 gig workers in Pune. Although every 
attempt was made to ensure that the sample was representative of the city's overall gig worker 
population, it is probable that the results cannot be applied to all gig workers in Pune. 

Second, the study used self-reported data that could be biased and inaccurate. For instance, in order to 
project a more positive image of oneself, gig workers may have over reported their hours worked or 
underreported their pay. 

Third, only gig workers who use digital platforms were included in the study. As a result, the findings 
might not apply to gig workers who do not look for employment online. 

Conclusion 

Many people in the urban areas, including Pune have begun to rely heavily on the gig economy as a 
source of income. Yet, because gig work is unpredictable, many gig workers in Pune have little access 
to social safety or labour rights, making them exposed to economic shocks. 

The difficulties that Pune's gig workers experience have been brought to light by this study, including 
their poor pay, lengthy workweeks, precarious employment, and restricted access to social safety nets. 
The results of this study have significant policy ramifications for enhancing the socioeconomic 
standing and working conditions of gig workers in Pune. 

It is crucial for authorities to intervene to solve the issues encountered by gig workers in Pune in order 
to guarantee that they may work acceptable hours, earn a fair income, and have access to social 
security. By doing this, we can make sure that gigs in Pune are a viable and fair type of employment 
for everyone. 

Future Directions 

The limitations of this study should be addressed, and future research should build on its conclusions. 
The effect of gig labour on the mental health and wellness of gig workers in Pune is one topic of 
research that may be investigated further. Investigating the prevalence of stress, anxiety, and 
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depression among gig workers as well as the elements that influence these mental health outcomes 
would be intriguing. 

The role of platform firms in influencing the working conditions and socioeconomic status of gig 
workers in Pune is another subject of research that might be investigated further. Researchers can 
better understand the elements that contribute to the difficulties faced by gig workers by looking at the 
policies and practices of platform businesses. 

Also, future studies can look into the possibility of coordinated action among Pune's gig workers. Gig 
workers may be able to advocate for improved working conditions and labour rights and have more 
negotiating leverage with platform businesses if they band together and organize. 
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Abstract 

Following the spate of financial crises in the 1990s, many observers have opined that the need to 
depoliticize exchange rate movements along with the frequency with which ―soft pegs‖ have been 

susceptible to speculative attacks in this era of escalating global capital flows necessitates that 
developing countries adopt corner solutions to exchange rates arrangements. In other words, according 
to many observers, the exchange rate option for developing countries boils down to one between 
flexibility, on the one hand, and credible pegging, on the other. Countries have, however, been advised 
to steer clear of arrangements that lie anywhere between these polar extremes (i.e., those in the 
―middle‖) as they were viewed as inherently unstable. Subsequently, the East Asian crisis in 1997 led 
to a heightened appreciation of the importance of a strong banking system, not just for efficient 
financial intermediation but also as an essential condition for macroeconomic stability. Recognizing 
this, the government appointed a Committee on Banking Sector Reforms to review the progress of 
reforms in banking and to consider further steps to strengthen the banking system in light of changes 
taking place in international financial markets and the experience of other developing countries. The 
two reports provided a road map that has guided the broad direction of reforms in this sector. This 
paper attempts to clarify some of the issues at hand, and in particular, about the central banking 
transition from a comparatively closed economy to market economy. The paper also estimates a 
Taylor type Monetary Policy Rule for India. 

Key Words: RBI, developing countries, Open Economy, Closed Economy, Flexibility, Exchange rate 

A moment comes, which comes but rarely in history, when we step out from the old to the new, 
when an age ends, and when the soul of a nation, long suppressed, finds utterance. 

-  Jawaharlal Nehru 

Introduction 

Central bank has been in existence in one form or the other since the second half of the 17th century. 
Over the years these have passed through various phases of evolution and have come up to a stage 
where they have assumed greater responsibilities ranging from core central banking functions such as 
monetary policy formulation and currency management to development and regulation of overall 
financial structure. 

In India the reserve bank of India (RBI) started functioning as the central bank since April 01, 1935 
after being established by legislation in 1934 through reserve bank of India act 1934. The tasks of the 
RBI have been aptly described in the preamble to the RBI act as "to regulate issue of bank notes and 
keeping of reserves with a view to securing monetary stability in India and generally to operate the 
currency and credit system of the country to its advantage......" the preamble clearly lays out that the 
RBI shall perform central banking functions viz.,  

(a) Issue of bank notes and maintenance of reserves; 

(b) Securing monetary stability; and 
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(c) Operating currency and credit system to the advantages of the country. 

India's commercial banking system in 1991 had many of the problems typical of unreformed banking 
systems in many developing countries. There was extensive financial repression, reflected in detailed 
controls on interest rates, and large pre-emption of bank resources to finance the government deficit 
through the imposition of high statutory liquidity ratio (SLR), which prescribed investment in 
government securities at low interest rates. The system was also dominated by public sector banks, 
which accounted for 90 percent of total banking sector assets, reflecting the impact of two rounds of 
nationalization of private sector banks above a certain size, first in 1969 and again in 1983. These 
banks were nationalized because of the perception that it was necessary to impose social control over 
banking to give it a developmental thrust, with a special emphasis on extending banking in rural areas. 
The system suffered from inadequate prudential regulations, and non-transparent accounting practices. 
Supervision by the Reserve Bank of India (RBI) was also weak. The 1991 balance of payments crisis 
led to India's 'plunge into structural reforms'. Structural adjustment programs and loans were arranged 
through the International Monetary Fund (IMF) and the World Bank. The Indian Government was 
forced to review its trade policies to allow more foreign investment and reduce trade restrictions so 
that India's economy could be restored to its former level. Import tariffs underwent significant 
reductions and import/export licensing system procedures were simplified. The opening up of capital 
markets to include more foreign participation has allowed Australia's entrance into otherwise untapped 
markets. 

Review of Literature 

Ghosh, T. et.al, In their paper authors have emphasized the need to bring monetary aggregates back 
into the exchange rate models, but with better measures of money than the simple-sum accounting 
measures having no foundations in microeconomic aggregation theory. The following contributions 
are relevant. Ireland (2001) finds empirical support for including money growth in an interest rule for 
policy. In Ireland's model, money plays an informational rather than a causal role by helping to 
forecast future nominal interest rate. Other papers emphasizing the ―information content‖ of monetary 

aggregates in predicting inflation and output include Masuch et al. and Bruggeman et al. (2005). 

Cavoli, T., & Rajan, R. S. studied that there has been a great deal of discussion of whether the 
Reserve Bank of India (RBI) should adopt an inflation targeting arrangement. This debate has been 
further fuelled by the release of the Raghuram Rajan report of the Committee on Financial Sector 
Reforms (CFSR) which recommended that the Reserve Bank of India (RBI) adopt an inflation 
targeting arrangement. However, some of the popular discussion on the issue appears to be rather 
confused and insufficiently informed about the details of an inflation targeting arrangement. This 
paper attempts to clarify some of the issues at hand, and in particular, the implications of such an 
arrangement for exchange rate management. The paper also estimates a Taylor type Monetary Policy 
Rule for India.  

A strong and resilient banking system is considered a prerequisite for the economic growth and 
financial stability. Regulations are generally intended to minimise the risk of bank failures and 
strengthen the financial stability by controlling the behaviour of financial sector participants and 
building financial buffers. Regulations could take the form of macro-prudential or macroprudential 
regulations and could be implemented by pricing or structural mechanisms. However, notwithstanding 
the continued experimentation with the regulations, the banking crises have been almost a recurrent 
phenomenon in the modern financial history. As a reaction to the successive financial crises, globally, 
the financial stability is seen as the primary goal of regulations. Srivastava, D. A. This book is the 
first major exploration of Indian political economy using a constructivist approach. Arguing that 
India's open-economy policy was made, justified, and continued on the basis of the idea of openness 
more than its tangible effect, the book explains what sustained the idea of openness, what philosophy, 
interpretations of history, and international context gave it support, justification, and persuasive force. 
Alamgir, J. 



ANVESAK 
ISSN: 0378-4568                                                                                      UGC Care Group-I Journals 

Vol.53, No.01 January-June 2023       53 

Another author studied growth of the Indian banking sector after the liberalization and deregulated 
environment has brought extensive transformation in the banking industry. The remarkable 
development of technology and the wide spread use of information technology has brought this 
paradigm change. For the banking sector, the technological advancements have appeared to be a 
strategic source for attaining greater level of competence, organized operations, increased efficiency 
and productivity. From the customer point of view, it is the apprehension of ‗Anytime, Anyway and 
Anywhere‘ banking vision. S. B., Gupta et.al. 

Sharma, K. C. in his book modern banking in India stated how today, banks have become a part and 
parcel of our life. There was a time when, the dwellers of city alone could enjoy their services. Now 
banks offer access to even a common man and their activities extend to areas hitherto untouched. 
Apart from their traditional business-oriented functions, they have now come out to fulfil national 
responsibilities. Banks cater to the needs of agriculturists, industrialists, traders and to all the other 
sections of the society. Thus, they accelerate the economic growth of a country and steer the wheels of 
the economy towards its goal of ―self-reliance in all fields‖. It naturally arouses our interest in 

knowing more about the ‗bank‘ and the various men and activities connected with it. Ozili, P. K. in 
his article explores the eRupee or digital rupee central bank digital currency in India. It explores the 
benefits and issues surrounding the central bank digital currency in India. The study found that Indian 
people who were interested in ‗cryptocurrency‘ information were also interested in ‗central bank 

digital currency‘ information. The study also showed that the introduction of CBDC has potential 

benefits such as reduced dependency on cash, higher seigniorage due to lower transaction costs and 
reduced settlement risk. However, the India CBDC has associated risks that need to be carefully 
evaluated against the potential benefits. The introduction of a digital rupee or CBDC in India will 
require legal and regulatory changes to make the phased CBDC implementation possible. 

Objectives 

1. To observe transition of Indian economy from closed to open 

2. To study the Indian banking systems in both closed and open economy 

3. To examine the current financial condition of Indian Economy 

4. To overview banking sectors reform after 1991 economic crisis 

Methodology 

Type of Research: Observational and Descriptive. 

Research Design: The research data will be collected as follows: 

The data will be collected from secondary sources. 

Some of the sources for secondary data will be Reserve bank of India (RBI), World Bank, various 
researches on the mentioned topic by reviewing literature. 

Independence Of Banking system to Adapt, Reorient and Face New Challenges 

Transition from a Comparatively closed economy to a market economy has made it obligatory on the 
part of the reserve bank of India to remain focused and tackle dilemmas and challenges which are very 
particular to emerging market economy because of its heterogeneous economic structure. 
Independence of central banking from government controls is another debatable issue in emerging 
economies. Today, the dynamism of the economic structure and financial system has put additional 
responsibility on the central banks in emerging economies to adapt, reorient and face new challenges. 
in India, the RBI is turning these challenges into opportunities and marching ahead with its mandate in 
the service of the nation.  

Although all these three functions are equally important yet the most important objective of the RBI 
over the years has been ensuring monetary stability. The term monetary stability can easily be 
understood as maintaining parity. Ghosh, T. et.al (2016). 



ANVESAK 
ISSN: 0378-4568                                                                                      UGC Care Group-I Journals 

Vol.53, No.01 January-June 2023       54 

Between price and incomes levels so as to ensure a synchronous rise in price vis-à-vis income levels. 
In common parlance, the same is also understood as ensuring price stability. While the main focus of 
the RBI has remained 'price stability, the other functions have worked as corollaries to this main 
function of monetary management. 

Managing Change from a Closed to an Open Economy 

The Indian economy has responded vigorously to a program of stabilisation and reform measures 
started in 1992. The Indian Government took drastic action including devaluation, the imposition of 
higher interest rates, fiscal and monetary restraint and import compression. In succeeding budgets long 
term measures were introduced which removed the protection for Indian industry and commerce from 
international competition. The reforms that were introduced are addressed in Chapter 3 of the report. 
An indication of the success of these reforms is given by the change in India's current account deficit. 
In 1991 it had risen to 3.3 percent of Gross Domestic Product (GDP); by 1993 it had fallen to 1.8 
percent, and by 1995 to 0.6 percent. Masuch et al. (2003) and Bruggeman et al. (2005). Professor 
Mayer stated that the trade and tariff frameworks that were set up to protect the Indian economy have 
begun to be wound back, but that the process is occurring 'layer by layer, strand by strand; it is not a 
big bang sort of thing'. The Committee understands that the number of tariff bands is high, some 
ranging from 0 to 260 percent. From 1991 until it was voted out of power in May 1996, Prime 
Minister Narasimha Rao's Congress Government developed and implemented a strategy which aimed 
to transform India's economy from an inward-looking and protectionist one, to one fully integrated in 
the world trading system. Masuch et al. (2003) and Bruggeman et al. (2005). 

Emerging Market Economy (Eme) & Environmental Dynamism 

However, phenomenal changes that have taken place in all spheres of economy, especially during the 
post-liberalization era, have necessitated dynamism in the central banking functions. Demands of an 
emerging market economy (EME) like India, are far more different than that those of a closed 
economy and hence, there is a need for central banks to understand the environmental dynamism and 
evolve strategies to come up to the expectations of the new economy. As a matter of fact, the working 
than traditional central banking functions. The bank has been transacting the government's business 
and promoting financial and economic development without jeopardizing price stability. It has helped 
to set up a number of financial institutions such as IDBI, UTI, NABARD and DFHI besides a number 
of research institutions. These institutions have been hived off from the parent body over time and 
they have gone a long way in developing the financial system of india. Yet, the need for continuous 
efforts aimed at expansion of the dictum of price stability to the doctrine of financial stability cannot 
be overemphasized. Ghosh, T. et.al (2016) 

  The Indian Economy at a Glance 

The following figures provide a brief overview of the Indian economy since 1992. 

 

 

 

 

 

 

 

 

 
 

  

Fig2: Nominal and Real Interbank rate 

14 

12 

10 

 4 

2 

 

Nominal 

interest rate 

Real interest 

rate 

Months 

P
r

ic
e 

In d
i

ce s 

N
o

m
in

al
,R

ea
l 

ra
te

(%
) 

  

Fig1: Oil price index, World 

Commodity Price Index, CPI 

300 

250 

200 

150 

 

Oil Price Index 
World Commodity 
price Index 
CPI 

Months 



ANVESAK 
ISSN: 0378-4568                                                                                      UGC Care Group-I Journals 

Vol.53, No.01 January-June 2023       55 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 shows the Indian economy experienced very high inflation during the last 24 years. The CPI 
(consumer price index) between the first quarter of 1992 and the last quarter of 2013 rose by 384 
percent. The average was a 17 percent price rise. However, from the first quarter of 1992 to the first 
quarter of 2000, CPI rose by 89%. On an average, there was a 9 percent price rise every year during 
that time period. Alamgir, J. (2008).  

Figure 2 shows that loose monetary stance was a dominant feature of the economy between 1992 and 
1997. Alamgir, J. (2008).  

Figure 3 displays the interest rate differential between India and U.S. and the exchange rate of the 
India rupee relative to the US dollar. The figure suggests that the movements of the nominal exchange 
rate appear to have followed the interest rate differential with a lag. 

Figure 4 displays the accelerated growth in the money supply for both M1 and M3 during a period of 
loosening of inter-bank rates. Alamgir, J. (2008).  

Figure 5 displays the liquidity of the Indian economy using the theoretically grounded Division 
monetary aggregates. Division reflects much liquidity injection into the economy, but not as much as 
the simple-sum monetary aggregates would imply. Alamgir, J. (2008).  

Figure 6 displays the production of total industry (IIP) for India. The period of highest industrial 
growth was between 2002 and 2007, after which the growth slowed dramatically. Alamgir, J. (2008).  

Price Stability to financial stability 

Price stability though equally important yet most of the times remains a short-sighted goal. A narrow 
focus of the monetary policy on price stability in the short-term may pose risks to price stability in the 
are overlooked. It is quite possible to achieve price stability for some time even in a turbulent financial 
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longer-run if the potential consequences of financial instability for longer-term price developments 
system through policy manipulations. It is just like taking pain killers for immediate relief without 
cure. The goal of financial stability, on the other hand, brings along with its policy prescription meant 
for curing the evils of the system and making it viable and self-sustaining. A financially stable system 
must be able to assess and mitigate risks take proactive actions and possess adequate shock- absorbers 
to react and bounce back after vulnerable periods. Financial stability is the single most important thing 
from the macroeconomic view as it deals with issue like contagion and systems and systemic risks 
which can lead to most violent upheavals and hence needs to be monitored continuously. While such 
monitoring is essential, practically it is very difficult due to the fact that unlike price stability it cannot 
be easily quantified and measured by a few indicators. Srivastava, D. A. (2018) 

Holistic And Consciously Coordinated Strategy 

As a consequence, maintenance of financial stability requires a holistic and consciously coordinated 
strategy aimed at development and deepening of the financial system. Improving allocating efficiency 
of the system and facilitating inter-temporal allocation of resources frome savers to ultimate users is 
also essential. Vulnerability of capital flows in emerging market economies has put additional 
responsibility on payment and settlement systems to remain robust and prevent systemic on risks. Sine 
qua non for financial stability in a dynamic scenario. Sharma, K. C. (2007) 

Dilemmas, challenges and opportunities 

Transition from a comparatively closed economy to market economy has made it obligatory on the 
part of the RBI to remain focused and tackle dilemmas and challenges which are very particular to the 
EME. As a matter of facts, carefully crafted policies are needed for an EME because of its 
heterogeneous economic structure. Today, the Indian economy presents a dichotomous economic 
structure; one modern, dynamic and growing rapidly and the other traditional slow paced with old 
technologies. The Requirements of one structure is entirely different from those of the other. Cavoli, 
T., & Rajan, R. S. (2008) The problem that most of the things are in a transition phase and that too 
with different paces, makes the job of the central bank more complex and difficult. While some 
sectors demand and liberal and free environment, at the same time there are other which need to be 
protected and nurtured. Therefore, making a judicious mix of central banking policies of developed 
and developing economic is a challenge which the RBI faces today. Specifically speaking, such 
dilemmas arise out of the following Issues: 

● Debt management and monetary management. 

● E-money and systemic risk management. 

● Liberalization and global imbalances. 

● Global alignment and domestic financial inclusion. 

● Central banking independence and economic growth. 

● Credibility and constructive ambiguity. 

Formulation And Conduct of The Monetary Policy 

Although not exactly a central banking function, the RBI also works as a debt manager of central and 
state governments under sections 17(11)(e),21(2),21(A) of the RBI act-1934. It manages issuance. 
redemption, servicing, etc, of domestic loans which are raised by the governments as per the 
constitutional provisions under articles 292 and 293 for the fiscal management. Such an activity 
creates a dilemma as objectives of debt management sometimes come in direct conflict with those of 
monetary management. The objectives of development management are cost minimization., maturity 
elongation and smooth rollover. At the same time, formulation and conduct of the monetary policy is 
also closely related with liquidity and interest rate management in the economy. 
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Avoiding crowding out of private investments due to heavy government borrowings also becomes a 
major concern. Moreover, since banks and financial institutions are the principal investors in the 
government securities, managing low-cost borrowings for government results into poor bottom lines 
for the financial sector. Monetary management by the central bank, therefore, becomes a tight-rope 
walk which at times may result in compromise in the monetary management objectives. Cavoli, T., & 
Rajan, R. S. (2008) 

Broad Approach to Reform 

The strategy for banking reforms was broadly similar to that followed in other countries, but with 
some important differences. It was similar to the extent that it focused on imposing prudential norms 
and improving regulatory supervision to meet Basel I standards (standards that were formulated by the 
committee of the Bank of International Settlement, or BIS, based in Basel, Switzerland), and it aimed 
at increasing competition to promote greater efficiency. However, there were two important 
differences compared with reforms in other countries. First, the reforms in banking were much more 
gradualist than in most countries, a course of action that was in line with the general strategy of 
reforms in India, made possible by the fact that the reforms were not introduced in the midst of a 
banking sector crisis, which might have entailed greater urgency. Second, unlike the case in many 
other countries, there was never any intention to privatize public sector banks. It was clearly 
recognized that competition was desirable, and this implied that both private sector banks and foreign 
banks should be allowed to expand their market share if they could. However, the government also 
declared its intention to strengthen public sector banks and enable them to meet competition. 
Srivastava, D. A. (2018) 

There was also a great deal of progress in introducing prudential norms for income recognition, asset 
classification, and capital adequacy in a phased manner. As a consequence of this gradualist process, 
income recognition norms and capital adequacy norms have been fully aligned with Basel I standards, 
while asset recognition norms, though still falling short of international best practice, are now close to 
existing international standards. 

Banking System Performance 

The impact of the reforms on the efficiency of the banking system in performing its twin roles of 
financial intermediation and resource allocation is not easy to evaluate. As far as the scale of bank 
intermediation is concerned, the ratio of total credit extended by the banking system to India's gross 
domestic product has increased, but it is still relatively low compared to countries such as China or 
some of the other East Asian countries. The ratio in India increased from 51.5 percent in 1990 to 53.4 
percent in 2000, whereas in China it increased from 90 percent to 132.7 percent in the same period. 
The figures over the same period are also much higher for Malaysia (75.7% and 143.4%) and 
Thailand (91.1% and 121.7%), though many Latin American countries have figures closer to those of 
India. 

There is evidence of significant improvement in several dimensions in recent years. Gross 
nonperforming assets (NPAs) as a percentage of total advances have fallen from 15.7 percent in 1996–

1997 to 7.3 percent in 2003–2004. Gross NPAs as a percent of total assets are much lower because 
Indian banks typically have a large proportion of their assets in sovereign debt; this ratio has also 
declined from 7 percent in 1996–1997 to 4 percent in 2002–2003. More importantly, the financial 
strength of the banks is actually better than it appears from these ratios because Indian banks do not 
write off assets, even though large provisions have been made. Net nonperforming assets, calculated 
after taking account of provisioning, are 3 percent of total advances and only around 2 percent of total 
assets. There has been a general improvement in other financial indicators, such as net profit as a 
percentage of total assets, interest spread as a percentage of assets, and operating expenses as a 
percentage of total assets, for public sector banks, old private sector banks, new private sector banks, 
and foreign banks. The financial strength of the banks, as measured by the capital to risk adjusted 
assets ratio (CRAR), shows distinct improvement in the postreform period. The required CRAR was 

https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
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increased in phases, to 8 percent at first (which is the Basel I minimum) and then to 9 percent in 
1999–2000. Initially, banks with insufficient capital had to be capitalized by the injection of 
government equity from the budget, but subsequently several banks were able to raise capital from the 
market, and this, combined with plowing back of profits, led to a substantial improvement in capital 
adequacy. At the end of March 2003, out of the 93 commercial banks operating in India, 91 were 
above 9 percent and as many as 87 were above 10 percent, compared with only 54 out of 92 banks 
above 9 percent and 42 above 10 percent at the end of March 1996. Srivastava, D. A. (2018) 

It is noteworthy that the Indian banking system did not suffer from any contagion effect in the 
aftermath of the East Asian crisis. However, this is not so much due to the improvements brought 
about after 1991, as the fact that the capital account was not fully open. Banks were not allowed to 
undertake excessive foreign currency exposure, and external borrowing (especially short-term 
borrowing) was strictly controlled. This cautious policy helped insulate India from the severe reversals 
of external flows witnessed in many emerging market countries in the 1990s. Masuch et al. (2003) 
and Bruggeman et al. (2005). 

Decontrol of Interest Rates and Credit 

There has been a significant liberalization of interest rate and credit controls on commercial banks. 
Earlier, there were detailed restrictions on interest rates that could be paid on different types of 
deposits and rates that were charged to various categories of customers. These have been extensively 
liberalized. On the deposit side, interest rates paid on term deposits have been decontrolled, except 
that the RBI prescribes a maximum interest rate on short-term (15-day) deposits and also prescribes 
the interest rate on savings deposits. On the lending side, the detailed structure of interest rates 
prescribed for different types of borrowers and for different sizes of loans has been abolished; the RBI 
prescribes only the interest rate to be paid under the differential rate of interest scheme a very small 
window for loans to individuals below the poverty line. For the rest, individual banks fix lending rates 
with reference to the prime lending rate fixed by the bank. The reforms also abolished the requirement 
that banks needed to obtain RBI approval for individual credit limits fixed for large customers. With 
these changes, decisions on the cost of credit and the volume of credit to be extended have been left to 
bank management, subject to internal guidelines and procedures for credit approval and general 
prudential limits on single borrower and single project exposure. Cavoli, T., & Rajan, R. S. (2008) 

Directed Credit 

Reducing directed credit requirements is a common feature of banking reforms, and this was the case 
in India as well. A major directed credit requirement was constituted by the high levels of the SLR, 
which preempted bank resources to finance the government deficit at low interest rates. Preemption of 
credit by the government also occurred indirectly because the RBI followed a practice of 
automatically issuing ad hoc Treasury bills to meet any shortfalls in the government's balances with 
the RBI. Since this implied a mechanical transmission of fiscal expansion to the monetary side, it was 
offset by imposing a high cash reserve ratio (CRR) in the commercial banks, thus effectively 
crowding out private sector credit. 

At one stage, prior to the reforms, the combined effect of the high CRR and the SLR was such that 
only 35 percent of the increment in bank deposits was actually available for commercial advances, the 
rest being either impounded by the RBI in the form of cash reserve deposits or absorbed by the 
government. The practice of automatic monetization was abandoned in 1994, and both the CRR and 
the SLR were reduced over time from 15 percent and 38.5 percent, respectively, before the reforms to 
5 percent and 25 percent by 2005. The fiscal deficit is now financed through the auction of 
government securities conducted by the RBI, and in that sense, the interest rate on government 
borrowing is market-determined. However, it is interesting to note that, despite the reduction in the 
SLR from 38.5 percent to 25 percent, the proportion of government securities held by the banks to 
their total assets has actually increased from 30.4 percent at the end of March 1994 to 34.5 percent at 
the end of March 2004. This has occurred because of the combined effect of the inability to reduce the 
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fiscal deficit—a key weakness of the reforms to date—and the fact that the prudential norms give 
sovereign debt a very low risk weight. In other words, while statutory preemption of bank resources 
was steadily reduced in the 1990s, the banks' appetite for government debt has remained high because 
the prudential norms contain a built-in regulatory bias in favor of government debt in preference to 
commercial credit. Cavoli, T., & Rajan, R. S. (2008) 

The other major form of directed credit was the requirement that 40 percent of commercial credit has 
to be extended to the priority sector, which includes agriculture, small-scale industry, small transport 
operators, artisans, and so on. It applies to Indian commercial banks but not to foreign banks because 
the latter do not operate in rural areas and therefore cannot engage in agricultural lending. In their 
case, the requirement is that 15 percent of advances must be for exports and for the small-scale sector. 
These provisions have not been altered by the reforms. However, although the priority sector target 
for Indian banks has not been changed, the provision has been liberalized indirectly to some extent by 
definitional changes that expand the range of borrowers that are eligible. It is also worth noting that 
while banks are subject to sectoral direction of credit, they are not required to lend to particular 
borrowers; the credit decision of lending to a particular borrower is left to the bank on the basis of 
normal credit-worthiness analysis. 

Banking System Performance 

The impact of the reforms on the efficiency of the banking system in performing its twin roles of 
financial intermediation and resource allocation is not easy to evaluate. As far as the scale of bank 
intermediation is concerned, the ratio of total credit extended by the banking system to India's gross 
domestic product has increased, but it is still relatively low compared to countries such as China or 
some of the other East Asian countries. The ratio in India increased from 51.5 percent in 1990 to 53.4 
percent in 2000, whereas in China it increased from 90 percent to 132.7 percent in the same period. 
The figures over the same period are also much higher for Malaysia (75.7% and 143.4%) and 
Thailand (91.1% and 121.7%), though many Latin American countries have figures closer to those of 
India. 

There is evidence of significant improvement in several dimensions in recent years. Gross 
nonperforming assets (NPAs) as a percentage of total advances have fallen from 15.7 percent in 1996–

1997 to 7.3 percent in 2003–2004. Gross NPAs as a percent of total assets are much lower because 
Indian banks typically have a large proportion of their assets in sovereign debt; this ratio has also 
declined from 7 percent in 1996–1997 to 4 percent in 2002–2003. More importantly, the financial 
strength of the banks is actually better than it appears from these ratios because Indian banks do not 
write off assets, even though large provisions have been made. Net nonperforming assets, calculated 
after taking account of provisioning, are 3 percent of total advances and only around 2 percent of total 
assets. There has been a general improvement in other financial indicators, such as net profit as a 
percentage of total assets, interest spread as a percentage of assets, and operating expenses as a 
percentage of total assets, for public sector banks, old private sector banks, new private sector banks, 
and foreign banks. The financial strength of the banks, as measured by the capital to risk adjusted 
assets ratio (CRAR), shows distinct improvement in the postreform period. The required CRAR was 
increased in phases, to 8 percent at first (which is the Basel I minimum) and then to 9 percent in 
1999–2000. Initially, banks with insufficient capital had to be capitalized by the injection of 
government equity from the budget, but subsequently several banks were able to raise capital from the 
market, and this, combined with plowing back of profits, led to a substantial improvement in capital 
adequacy. Sharma, K. C. (2007) At the end of March 2003, out of the 93 commercial banks 
operating in India, 91 were above 9 percent and as many as 87 were above 10 percent, compared with 
only 54 out of 92 banks above 9 percent and 42 above 10 percent at the end of March 1996. 

It is noteworthy that the Indian banking system did not suffer from any contagion effect in the 
aftermath of the East Asian crisis. However, this is not so much due to the improvements brought 
about after 1991, as the fact that the capital account was not fully open. Banks were not allowed to 
undertake excessive foreign currency exposure, and external borrowing (especially short-term 

https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
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borrowing) was strictly controlled. This cautious policy helped insulate India from the severe reversals 
of external flows witnessed in many emerging market countries in the 1990s. 

 

E-Money and Minimization of Paper-Based Transaction 

Thrust towards expansion of E-Money and minimization of paper-based transaction though a 
welcomes step on the part of the RBI, yet the issue of assessing, mitigating and managing systemic 
risks has also gained currency in recent times. Establishing a robust payment and settlement system in 
electronics environment is a big challenge and the apex bank will have to live up to the challenges of 
technological revolution. Ozili, P. K. (2022) 

Financial Integration 

Liberalization has resulted in financial integration to an extent in the economic scenario and the events 
of one economy instantaneously influence developments in another. However, huge current account 
deficit of the US and consequents surpluses in Japan and the gulf countries have created global 
imbalances which may adversely affect some systemically important currencies, especially the US 
dollar. Of late, it is being argued that the US consumer cannot pull the global demand for a long time 
as the US current account deficit may become unsustainable, although the Indian economy is insulated 
to a great extend due to restricted capital account, yet overflowing US dollars through FIIs is a cause 
of concern. One-way movement of foreign currency may lead to destabilization. However, these 
things are bound to happen because the world is not flat and increase in the degree of financial 
integration can further catalyze disparities. Hence, the only remedy that remains is to devices suitable 
policies, strategies and tactics to tackle such delicate issues, this is a challenge which is to be turned 
into an opportunity for india to make a mark at the world stage. Ozili, P. K. (2022) 

Global banking standards and domestic financial inclusion. 

Another related issue is the simultaneous fulfilment of the requirement of adopting global banking 
standards and domestic financial inclusion. The Indian scenario is quite unique due to the fact that 
banking is still a luxury for a vast chunk of population and we are talking about achieving global 
standards of banking in terms of technology as well as regulatory norms due to global alignment of 
the banking industry. Both these objectives are important and require substantial resource allocation. 
A judicious and balanced strategy is needed to achieve the objective of taking the banking to every 
nook and corner of the nation and simultaneously achieve global standards without escalating and 
passing the cost to the common customer. This is again a big challenge and opportunity for the central 
bank. Ozili, P. K. (2022) 

Independence of central banking from government controls is another debatable issue in emerging 
economies. This involves operational as well as financial independence. Although the case for a 
strong and independent central bank has a firm footing. Yet the extent of independence hinges upon 
its trade-off with fiscal issues of a developing and transforming economy. 

Conclusion and policy implications 

The issue of transparency in central banking functions has gained currency in recent times. 

Theoretically speaking, as the economy grows and matures the central bank should also become more 
predictable. However, it is quite difficult to say that the Indian economy and financial system in 
particular have gained such a depth and maturity; probably it will take some more time to reach the 
stage of a fully developed financial system. Hence, constructive ambiguity in central banking shall 
remain a major tool. Being constructively ambiguous and maintaining credibility is indeed an uphill 
task in which the RBI has been highly successful. The ability of the RBI to surprise the market and 
move ahead of it while keeping it on the desired path in today's dynamic environment shall be put test 
in the ensuing time. 
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Today, the dynamism of the economic structure and financial system has put additional responsibility 
on the central banks in emerging economies to adapt, reorient and face new challenges. In India, the 
RBI is turning these challenges into opportunities and marching ahead with its mandate in the service 
of the nation. 

Pro-openness policy makers have been successful on the first count. Even left-leaning parties now 
provide broad support for the continuity of open-economy policies. Such broad-based support would 
not have been possible without the imagery of empowerment, loss and global destiny employed 
consistently by the policymakers. All nationalist appeals are based on some concept of strengthening 
the nation. The idea of globalism encompasses that appeal and goes farther beyond, not only by 
showing congruence with the ―Indian‖ identity derived through anticolonial struggles but also by 

bringing together politically diverse interests under its ideological and rhetorical orbit on economic 
matters. While various political platforms questioned specific policy measures, virtually none 
questioned the need for greater global visibility. As the broad idea to frame India‘s open-economy 
policies, globalism has proven to be an extremely useful vehicle to market open-door policies to the 
domestic constituency. 

Limitations and Future Research Directions 

Inadequate regulations or failure of regulations to keep pace with financial innovations could have 
been reasons for financial crises during 1991 in India, but equally critical contributing factors for 
financial distress have been inadequate internal control, false assumptions about market and liquidity, 
and lack of due diligence processes. It is obvious, therefore, that the regulations may strengthen but 
cannot substitute the internal controls and risk management framework at the level of the financial 
institution. Hence, at the micro level, while it is imperative for the institutions to put in place a 
comprehensive risk management system, the regulator also needs to ensure that there is adequate risk 
ownership in the institution at a sufficiently senior position. The key to success is to have a proper 
balance of macro-prudential and micro-prudential regulations adequately aligned with the nature and 
culture of financial market behaviour. While traditionally, the securities regulations were backwards 
looking and rule based and insurance regulations were not highly capital-centric in contrast to the 
forward-looking capital-intensive macro-prudential banking regulations, now a greater convergence is 
seen in the regulatory approaches. Financial stability and some elements of macro-prudential focus 
have now become a common denominator for all the regulators. Another important aspect is an 
effective supervision because first, it is not possible to forecast and document every likely incidence 
of risk in the regulatory norms and second, holding buffers against every possible eventuality could 
stifle the growth and could make the financial institutions inefficient. A forward-looking and vigilant 
supervisory mechanism could sense early signs of distress, distortions and imbalances and raise a red 
flag for timely action. However, developing a larger eco-system of effective 360-degree supervision 
through information dissemination should be the ultimate goal of the supervisory process. It is a 
challenge is to incentivise the financial market participants to join the regulators in pursuit of effective 
risk optimisation and strengthening of the 10 financial stabilities. Collaboration and coordination are 
needed between the regulators and the regulated entities for achieving the common good of a stable 
and efficient financial system. The one can further monitor and evaluate the financial stabilities in 
economy in the coming period of time and can always compare it timely with the situation of Indian 
economy during 90‘s. 
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Abstract 

The individual investor plays an important role in the stock market because a big share of their savings 
are invested in the country. India‟s stock market is now dominated by individual investors. Individual 

investors now form nearly 45% of trading turnover on the Indian stock exchange.  An individual 
investors in the stock market are at high risk because they tend to look at the higher possible returns 
from their investment without adequate knowledge of market risks. Trading in complex products 
without sufficient information may make investors, especially first time investors prone to losses and 
consequently dent confidence of investors in the stock market. Investor education is important for 
every investor in making better assessment of suitability of the investment advice, investment products 
and services. Research study analyses the response of retail individual investors towards programmes 
of SEBI. Whether those who have attended programmes of SEBI have any future intention to directly 
invest in the Indian stock market. Research study also analyses the extent to which programs of SEBI 
have a positive impact on investment behaviour of existing retail individual investors of the Indian 
stock market. Study found positive response from retail individual investors towards programmes of 
SEBI. 

Keyword: Retail Individual Investor (RIIs), Capital Market, Equity, Share SEBI, Investor Awareness 
Programs, SMARTs, National Stock Exchange (NSE), Securities Market 

1. Introduction 

The capital market, by definition, is the market for long term capital or funds. It is a market for buying 
and selling of equity, debt-debentures & bonds and other securities. Generally, capital market deals 
with long term securities that have a maturity period of more than one year.  Capital market plays an 
important role in mobilizing long term savings for financing long term investments.  

Capital market brings together suppliers of capital and users of the capital. It provides required funds 
to industries and governments to meet their long-term capital requirements.  

India‟s stock market is now dominated by individual investors. Individual investors now form nearly 
45% of trading turnover on the Indian stock exchange. As per the data from National Stock Exchange 
(NSE), Individual investors have increased from 33% market share since 2016, to 45% in 2021. 
However, trading in complex products without sufficient information may make investors, especially 
first time investors prone to losses and consequently dent confidence of investors in the stock market. 
Information asymmetry makes informed choices more and more difficult for the Retail Individual 
Investors.   

There arises the need for investor education which is necessary for making sound financial decisions 
and achieving individual financial wellbeing. Investor education is important for every investor in 
making better assessment of suitability of the investment advice, investment products and services.  
Investor education is required for not only guiding investors in making investment decisions for their 

A A
Highlight
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financial wellbeing but also for investor protection. In other words Investor education and awareness 
initiatives help in encouraging the individuals‟ participation in the securities market. 

Securities exchange board of India (SEBI) is the regulatory body for securities market. It has been 
established to protect the interest of investors in the securities market. SEBI is one of the most active 
regulatory bodies in terms of financial education and literacy in India. SEBI‟s Investor Education and 

awareness programs promote confidence among investors by enhancing their knowledge, skills and 
capability so that investors in the securities market appropriately understand risks like financial risks 
and opportunities. SEBI‟s programs help investors in making informed choices and also in avoiding 
fraudulent investment schemes. 

2. SEBI’s Programs 

With the objective of spreading investor education and awareness, SEBI has been undertaking 
following activities on all India basis: 

A. Investor Awareness Programs 

SEBI has been conducting various investor awareness programs for creating awareness about the 
securities market. These programs are conducted by SEBI jointly with market infrastructure 
institutions (MIIs) such as stock exchanges, depositories, SEBI recognized investor associations etc.  

i. Regional Seminars / Webinars in Association with Market Infrastructure Institutions: Since the 
inception of the regional seminar initiative in 2010, over 2,000 regional seminars had been conducted 
by SEBI in association with MIIs.  Over two lakhs participants have benefited from such Regional 
Seminars / Webinars. (SEBI, 2020-21) 

Table 8.1: Regional Seminars/ Webinars in Association with Market Infrastructure Institutions 
(MIIs) 

Particulars 2020-21 2021-22 

Total regional seminars conducted 652 642 

Number of participants in regional seminars 79,583 53,463 

During 2021-22, SEBI in association with MIIs, conducted 642 regional seminars across the country. 
These seminars were attended by 53,463 participants. 

 ii. Investor Awareness Programs by SEBI Recognized Investor Associations: Since the beginning of 
this initiative, SEBI recognized investor associations had conducted nearly 1600 programs/ 
workshops. 

B. Dedicated Investor Website: There is a dedicated website http://investor.sebi.gov.in which is 
maintained by SEBI for the benefit of investors. 

C. Visit to SEBI: Under „Visit to SEBI’ initiative groups of students from colleges and professional 
institutes visit different offices of SEBI. These sessions cover various topics like basic concepts of 
securities market, new developments in securities market etc. Since the beginning of this initiative, 
3,423 „Visit to SEBI‟ programmes have been conducted covering more than 1.53 lakh participants. 

(SEBI, 2020-21) 

D. Financial Education Activities and Workshops Conducted by SEBI – Trained 

Resource Persons: Since the inception of the program, these Resource Persons (RPs) have conducted 
1, 06,707 financial education workshops/ webinars which cover more than 55 lakhs participants, 
across all the States and Union Territories of India. 

Securities Market Trainers Program (SMARTs): During 2020-21, SMARTs was introduced for 
enhancing investor education activities of SEBI. (SEBI, 2020-21). The primary objective of SMARTs 
program is to strengthen the investor education mechanism of SEBI. 
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There is increasing interest among investors in the securities market. SMARTs is an important 
initiative of SEBI in the right direction. With the remarkable increase in first time investors there is a 
greater need to increase the outreach of investor education programmes so that investors understand 
the securities market better and make informed investment decisions.  

SMARTs are expected to conduct Investor Awareness Programs for existing and prospective investors 
in the securities markets. SMARTs will cover different aspects of the securities markets such as 
introduction to securities markets, KYC, IPO, mutual funds, grievance redressal etc. 

SMARTs Program will be in various regional languages, in addition to Hindi and English. 

During 2021-22, SMARTs have conducted 1,797 investor awareness programmes which covered over 
1.8 lakh participants. Since its inception in 2020, SMARTs have conducted 2,084 such investor 
awareness programmes covering over 1.96 lakh participants. 

Objectives of SEBI’s Investor Education and awareness programs are to make the existing and 
prospective Retail Individual Investors of Indian Stock Market: 

1. Aware of the (financial) risks  

2. understand the balance of risk and reward involved in investment products and their costs; 

3. recognise that market fluctuations are normal 

4. Know who to trust to provide unbiased, objective advice. 

5. Better equipped to recognise and avoid fraud and scams. 

6. Help investors, detect and avoid suspected fraudulent activity.  

SEBI‟s programs have the potential to help improve financial outcomes for retail investors. Some key 

benefits of SEBI‟s programs include more informed investment decision-making, better financial 
planning, greater confidence and higher participation in the securities markets and increased 
awareness of investor rights and responsibilities. 

The research study examines to what extent expected outcomes of SEBI‟s Investor Education and 

awareness programs have been achieved. 

3. Review of Literature 

An analysis of the literature states that various investor protection and educational measures taken by 
different financial institutions have yielded positive results but not at the desired level. Investor 
education acts as an important determinant of investors‟ investment decisions in different investment 

products. Empirical research studies indicate association of financial education with financial 
behaviours of individuals. 

Kadariya et al. (2012) this study identified the level of equity investors‟ access to market 

information. It revealed that there was a positive relationship between investor awareness and level of 
investment.   

Hathaway and Khatiwada (2008) stated that financial education, financial knowledge and financial 
behaviour are all interrelated. Financial education leads to greater financial knowledge which in turn 
leads to better financial behaviour and outcome. 

Jawaharlal (1995) conducted a research involving 250 respondents.  The result showed a positive 
relationship between the investors‟ education programmes and the financial behaviour of the 

respondents. It was found that the Investors ‟make informed choices when provided with adequate and 

reliable information. Such respondents were also found to have a better standard of living. 

Barnard (2009), discussed the right kind of education to investors, and was of the view that millions 
of dollars each year are spent on investor education.  However, many educational programmes are 
targeted at potential Investors, but the effectiveness of these programmes is the biggest issue.  
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Bandgar and P.K. (2010), based on their study in Bombay city (India) concluded that those middle-
class families were found to be adequately financially literate but still, there is scarcity in skilfulness, 
understanding, and expertise in financial matters. 

Arun Lawrence and Dr. Zajo Joseph (2013) in their study entitled “Factors leading stock 

investment: An Empirical Examination” had concluded that friends and media play a key role in 
influencing the investors share trading decisions. 

M. Kannadhasan (2006) in his article titled "Risk Appetite and Attitudes of Retail Investors with 
Special Reference to Capital Market" - points out that the Retail Investors' financial decisions are not 
always guided by due consideration. Their decisions are also often inconsistent.  

C. Kavitha (2015)- In this research C. Kavitha tried to find out reasons for few issues like less 
participation in National Stock Exchange (NSE) by local investors, the widespread ignorance about 
financial assets and the continuous purchase of stocks with no information known about them by most 
people in the country. Results of the study showed that there was a significant relationship between the 
investors‟ attitudes and stock market investments. As the more positive attitude improvement 

strategies was introduced, the more it was easy for local investors to invest in stock market 

Apart from the above studies, many other studies have been conducted on different aspects of retail 
individual investors like their education level, investors education and awareness programs of different 
financial institutions, investment behaviour etc. Such studies among others include Shanmugham 
(2000), Rajarajan (2003), Srinivasan et.al (2010), Jagwani (2012), Ajmi Jy. A. (2008), Bandgar P.K, 
(2006), Durga Rao and Chalam and Murty (2013). 

Gap Indicated By Literature Review 

The literature survey reveals that though many studies have been done on different aspects of retail 
investors and on investor protection measures taken by different financial institutions, there is a need 
to conduct a specific study on the SEBI‟s programs with respect to Awareness, Response and Impact 
of such programs among retail Individual Investors of Indian Stock Market. 

Considering the remarkable increase in first time investors in the stock market there is a greater need 
to assess the Awareness, Response and Impact of SEBI‟s programs on retail Individual Investors of 

the Indian Stock Market. 

4. Importance of Research 

SEBI as the securities market regulator plays a leading role in investor education which is necessary 
for making sound financial decisions and achieving individual financial wellbeing. Investor education 
is important for every investor in making better assessment of suitability of the investment advice, 
investment products and services.  Investor education is required for not only guiding investors in 
making investment decisions for their financial wellbeing but also for investor protection. 

The effectiveness of SEBI‟s programs in enhancing investor‟s knowledge, skills and confidence has 

not been studied to the desired extent. Investors should have proper knowledge and understanding of 
the various concepts related to the stock market. Research study will assess the impact of SEBI‟s 

programs retail individual investors to ascertain whether SEBI has succeeded in achieving its intended 
objectives of such programs. Study will also examine the challenges faced by existing and prospective 
retail individual investors in attending the SEBI‟s programs. And what response (positive/negative) 

they have regarding these programs so that SEBI may take corrective measures to make its programs 
more investor friendly, more responsive and more effective in addressing the needs and requirements 
of retail individual investors. 

The study also examines whether SEBI‟s programs really help in enhancing the knowledge, skills and 
confidence of retail individual investors of the Indian Stock Market. The study also examines whether 
SEBI‟s programs help the public to appropriately understand securities market risks, including 

financial risks and opportunities. 
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5. Objectives 

1. To examine programs of SEBI and response of individual investors towards SEBI‟s programs. 

2. To analyse the intention of individual investors to directly invest in the Indian stock market 
after attending programs of SEBI. 

3. To examine the impact of programs of SEBI on investment behaviour of retail individual 
investors of the Indian stock market. 

6. Hypotheses 

1. Programmes of SEBI do not get any response from individual investors. 

2. There is no relation between individuals who have attended programs of SEBI and their 
intention to invest in the stock market. 

3. There is no positive impact of SEBI‟s programs on investment behaviour of individual 

investors of the Indian stock market. 

7. Research Methodology 

The research study is based on both primary and secondary data. The primary data was collected with 
the help of questionnaire and interviews of the retail individual investors who have attended SEBI‟s 

investor education programme. Secondary data was collected from published and unpublished 
documents and reports of SEBI, BSE, NSE, NSDL, CDSL CMIE, NISM, NCFE and RBI and other 
related periodicals and journals. 

India‟s stock market is now dominated by individual investors. Individual investors now form nearly 

45% of trading turnover on the Indian stock exchange. As per the data from National Stock Exchange 
(NSE), Individual investors have increased from 33% market share since 2016, to 45% in 2021. 

Since the outbreak of the pandemic, there has been an unprecedented increase in demat accounts 
opened at CDSL and NSDL depositories. The number of demat accounts of individuals has increased 
by 1.4 times in NSDL and by 3.2 times in CDSL during the period from January 2020 to March 2022. 
At  the  end  of   December  2022,  3.03  crore  demat   accounts  were  registered  with  NSDL  and  
7.78  crore with CDSL.    

This trend was further supplemented by increasing participation by retail individual investors in 
trading on stock exchanges like NSE & BSE. Further, new investors registering on exchange were not 
restricted to only metros or big cities. Participation of individual investors is on the rise even from the 
small towns.  

There are several factors which are responsible for increase in investors' participation like absence of 
alternative investment avenues, and growing awareness amongst the general public, simplification of 
KYC registration process, effective use of digital technology & initiatives in opening accounts online 
and enhanced availability of investment information on digital modes.  

The research is based on a survey of randomly selected 100 individual investors of Pune city. The 
survey instrument was a well-structured questionnaire. Clustering method was used to classify 
investors into different segments/groups based on their pre-investment and post-investment behaviour. 

Evaluation of responses of individual investors to the investor education efforts taken by Securities 
and Exchange Board of India (SEBI). 

The respondents from Pune city were asked to respond to 4 questions to study the responses towards 
investor education efforts taken by SEBI. Following Table 1 shows the response. 

 

 



ANVESAK 
ISSN: 0378-4568                                                                         UGC Care Group-I Journals 

Vol.53, No.01 January-June 2023       16 

Table 1: Responses to Investor Education Programs 

Investor Education Variables Response 

Yes No Total 

Was investor education programs sponsored by SEBI useful in 
enhancing your investment knowledge and decision making? 

92 8 100 

Have you read the investor education material posted by SEBI? 32 68  

Have you started investing in the Indian stock market before 
attending programs of SEBI? 

64 36 100 

Is there any positive impact of SEBI‟s programs on your 

investment behaviour? 
73 27 100 

Analysis of the table reveals that 92 % of the respondents found education programs sponsored by 
SEBI useful in enhancing your investment knowledge and decision making, while only 
32 % have read the investor education materials posted in the web sites. Study found that as many as 
64 % respondents started investing in the Indian stock market even before attending programs of 
SEBI. And 73 % respondents who have attended the investor awareness program have found that the 
program has had a positive impact on their investment behaviour. 

8. Scope of Research 

The Research will be restricted to the programs of SEBI. It will examine the Awareness, 

Response and Impact of programs of SEBI on retail individual investors. The study will be related to 
the Indian Stock Market and the area of study will be the Pune city, state of Maharashtra. 

Conclusion 
It can be concluded that investor education programs sponsored by SEBI has positive response among 
the respondent individual investors. A good majority who have attended the investor awareness 
programs have benefited from it. SEBI has been continuously working in the right direction to reach 
every existing and potential individual investor so that investors in the securities market appropriately 
understand risks like financial risks and opportunities. SEBI‟s efforts are giving positive results and 
still a lot needs to be done to enable investors to make informed choices and also avoid fraudulent 
investment schemes. 

Suggestion 

It is found that only a small percentage of individual investors participate in the SEBI‟s investor 

awareness program. Large majority of the individual investors get information and knowledge from 
other sources which may not be authentic and accurate and even sometimes misguided.   

 In such a scenario it is the responsibility of SEBI to reach every existing and potential individual 
investor of the country by expanding the area and increasing the frequency of such programs. More 
and more programs should be organized by SEBI in regional languages. Most of the first time 
investors are not aware of the SEBI‟s programs so adequate publicity should be given to such 

programs so that they also make informed choices and avoid investment risks. 
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Abstract 

Following the spate of financial crises in the 1990s, many observers have opined that the need to 
depoliticize exchange rate movements along with the frequency with which ―soft pegs‖ have been 

susceptible to speculative attacks in this era of escalating global capital flows necessitates that 
developing countries adopt corner solutions to exchange rates arrangements. In other words, according 
to many observers, the exchange rate option for developing countries boils down to one between 
flexibility, on the one hand, and credible pegging, on the other. Countries have, however, been advised 
to steer clear of arrangements that lie anywhere between these polar extremes (i.e., those in the 
―middle‖) as they were viewed as inherently unstable. Subsequently, the East Asian crisis in 1997 led 
to a heightened appreciation of the importance of a strong banking system, not just for efficient 
financial intermediation but also as an essential condition for macroeconomic stability. Recognizing 
this, the government appointed a Committee on Banking Sector Reforms to review the progress of 
reforms in banking and to consider further steps to strengthen the banking system in light of changes 
taking place in international financial markets and the experience of other developing countries. The 
two reports provided a road map that has guided the broad direction of reforms in this sector. This 
paper attempts to clarify some of the issues at hand, and in particular, about the central banking 
transition from a comparatively closed economy to market economy. The paper also estimates a 
Taylor type Monetary Policy Rule for India. 

Key Words: RBI, developing countries, Open Economy, Closed Economy, Flexibility, Exchange rate 

A moment comes, which comes but rarely in history, when we step out from the old to the new, 
when an age ends, and when the soul of a nation, long suppressed, finds utterance. 

-  Jawaharlal Nehru 

Introduction 

Central bank has been in existence in one form or the other since the second half of the 17th century. 
Over the years these have passed through various phases of evolution and have come up to a stage 
where they have assumed greater responsibilities ranging from core central banking functions such as 
monetary policy formulation and currency management to development and regulation of overall 
financial structure. 

In India the reserve bank of India (RBI) started functioning as the central bank since April 01, 1935 
after being established by legislation in 1934 through reserve bank of India act 1934. The tasks of the 
RBI have been aptly described in the preamble to the RBI act as "to regulate issue of bank notes and 
keeping of reserves with a view to securing monetary stability in India and generally to operate the 
currency and credit system of the country to its advantage......" the preamble clearly lays out that the 
RBI shall perform central banking functions viz.,  

(a) Issue of bank notes and maintenance of reserves; 

(b) Securing monetary stability; and 
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(c) Operating currency and credit system to the advantages of the country. 

India's commercial banking system in 1991 had many of the problems typical of unreformed banking 
systems in many developing countries. There was extensive financial repression, reflected in detailed 
controls on interest rates, and large pre-emption of bank resources to finance the government deficit 
through the imposition of high statutory liquidity ratio (SLR), which prescribed investment in 
government securities at low interest rates. The system was also dominated by public sector banks, 
which accounted for 90 percent of total banking sector assets, reflecting the impact of two rounds of 
nationalization of private sector banks above a certain size, first in 1969 and again in 1983. These 
banks were nationalized because of the perception that it was necessary to impose social control over 
banking to give it a developmental thrust, with a special emphasis on extending banking in rural areas. 
The system suffered from inadequate prudential regulations, and non-transparent accounting practices. 
Supervision by the Reserve Bank of India (RBI) was also weak. The 1991 balance of payments crisis 
led to India's 'plunge into structural reforms'. Structural adjustment programs and loans were arranged 
through the International Monetary Fund (IMF) and the World Bank. The Indian Government was 
forced to review its trade policies to allow more foreign investment and reduce trade restrictions so 
that India's economy could be restored to its former level. Import tariffs underwent significant 
reductions and import/export licensing system procedures were simplified. The opening up of capital 
markets to include more foreign participation has allowed Australia's entrance into otherwise untapped 
markets. 

Review of Literature 

Ghosh, T. et.al, In their paper authors have emphasized the need to bring monetary aggregates back 
into the exchange rate models, but with better measures of money than the simple-sum accounting 
measures having no foundations in microeconomic aggregation theory. The following contributions 
are relevant. Ireland (2001) finds empirical support for including money growth in an interest rule for 
policy. In Ireland's model, money plays an informational rather than a causal role by helping to 
forecast future nominal interest rate. Other papers emphasizing the ―information content‖ of monetary 

aggregates in predicting inflation and output include Masuch et al. and Bruggeman et al. (2005). 

Cavoli, T., & Rajan, R. S. studied that there has been a great deal of discussion of whether the 
Reserve Bank of India (RBI) should adopt an inflation targeting arrangement. This debate has been 
further fuelled by the release of the Raghuram Rajan report of the Committee on Financial Sector 
Reforms (CFSR) which recommended that the Reserve Bank of India (RBI) adopt an inflation 
targeting arrangement. However, some of the popular discussion on the issue appears to be rather 
confused and insufficiently informed about the details of an inflation targeting arrangement. This 
paper attempts to clarify some of the issues at hand, and in particular, the implications of such an 
arrangement for exchange rate management. The paper also estimates a Taylor type Monetary Policy 
Rule for India.  

A strong and resilient banking system is considered a prerequisite for the economic growth and 
financial stability. Regulations are generally intended to minimise the risk of bank failures and 
strengthen the financial stability by controlling the behaviour of financial sector participants and 
building financial buffers. Regulations could take the form of macro-prudential or macroprudential 
regulations and could be implemented by pricing or structural mechanisms. However, notwithstanding 
the continued experimentation with the regulations, the banking crises have been almost a recurrent 
phenomenon in the modern financial history. As a reaction to the successive financial crises, globally, 
the financial stability is seen as the primary goal of regulations. Srivastava, D. A. This book is the 
first major exploration of Indian political economy using a constructivist approach. Arguing that 
India's open-economy policy was made, justified, and continued on the basis of the idea of openness 
more than its tangible effect, the book explains what sustained the idea of openness, what philosophy, 
interpretations of history, and international context gave it support, justification, and persuasive force. 
Alamgir, J. 
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Another author studied growth of the Indian banking sector after the liberalization and deregulated 
environment has brought extensive transformation in the banking industry. The remarkable 
development of technology and the wide spread use of information technology has brought this 
paradigm change. For the banking sector, the technological advancements have appeared to be a 
strategic source for attaining greater level of competence, organized operations, increased efficiency 
and productivity. From the customer point of view, it is the apprehension of ‗Anytime, Anyway and 
Anywhere‘ banking vision. S. B., Gupta et.al. 

Sharma, K. C. in his book modern banking in India stated how today, banks have become a part and 
parcel of our life. There was a time when, the dwellers of city alone could enjoy their services. Now 
banks offer access to even a common man and their activities extend to areas hitherto untouched. 
Apart from their traditional business-oriented functions, they have now come out to fulfil national 
responsibilities. Banks cater to the needs of agriculturists, industrialists, traders and to all the other 
sections of the society. Thus, they accelerate the economic growth of a country and steer the wheels of 
the economy towards its goal of ―self-reliance in all fields‖. It naturally arouses our interest in 

knowing more about the ‗bank‘ and the various men and activities connected with it. Ozili, P. K. in 
his article explores the eRupee or digital rupee central bank digital currency in India. It explores the 
benefits and issues surrounding the central bank digital currency in India. The study found that Indian 
people who were interested in ‗cryptocurrency‘ information were also interested in ‗central bank 

digital currency‘ information. The study also showed that the introduction of CBDC has potential 

benefits such as reduced dependency on cash, higher seigniorage due to lower transaction costs and 
reduced settlement risk. However, the India CBDC has associated risks that need to be carefully 
evaluated against the potential benefits. The introduction of a digital rupee or CBDC in India will 
require legal and regulatory changes to make the phased CBDC implementation possible. 

Objectives 

1. To observe transition of Indian economy from closed to open 

2. To study the Indian banking systems in both closed and open economy 

3. To examine the current financial condition of Indian Economy 

4. To overview banking sectors reform after 1991 economic crisis 

Methodology 

Type of Research: Observational and Descriptive. 

Research Design: The research data will be collected as follows: 

The data will be collected from secondary sources. 

Some of the sources for secondary data will be Reserve bank of India (RBI), World Bank, various 
researches on the mentioned topic by reviewing literature. 

Independence Of Banking system to Adapt, Reorient and Face New Challenges 

Transition from a Comparatively closed economy to a market economy has made it obligatory on the 
part of the reserve bank of India to remain focused and tackle dilemmas and challenges which are very 
particular to emerging market economy because of its heterogeneous economic structure. 
Independence of central banking from government controls is another debatable issue in emerging 
economies. Today, the dynamism of the economic structure and financial system has put additional 
responsibility on the central banks in emerging economies to adapt, reorient and face new challenges. 
in India, the RBI is turning these challenges into opportunities and marching ahead with its mandate in 
the service of the nation.  

Although all these three functions are equally important yet the most important objective of the RBI 
over the years has been ensuring monetary stability. The term monetary stability can easily be 
understood as maintaining parity. Ghosh, T. et.al (2016). 
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Between price and incomes levels so as to ensure a synchronous rise in price vis-à-vis income levels. 
In common parlance, the same is also understood as ensuring price stability. While the main focus of 
the RBI has remained 'price stability, the other functions have worked as corollaries to this main 
function of monetary management. 

Managing Change from a Closed to an Open Economy 

The Indian economy has responded vigorously to a program of stabilisation and reform measures 
started in 1992. The Indian Government took drastic action including devaluation, the imposition of 
higher interest rates, fiscal and monetary restraint and import compression. In succeeding budgets long 
term measures were introduced which removed the protection for Indian industry and commerce from 
international competition. The reforms that were introduced are addressed in Chapter 3 of the report. 
An indication of the success of these reforms is given by the change in India's current account deficit. 
In 1991 it had risen to 3.3 percent of Gross Domestic Product (GDP); by 1993 it had fallen to 1.8 
percent, and by 1995 to 0.6 percent. Masuch et al. (2003) and Bruggeman et al. (2005). Professor 
Mayer stated that the trade and tariff frameworks that were set up to protect the Indian economy have 
begun to be wound back, but that the process is occurring 'layer by layer, strand by strand; it is not a 
big bang sort of thing'. The Committee understands that the number of tariff bands is high, some 
ranging from 0 to 260 percent. From 1991 until it was voted out of power in May 1996, Prime 
Minister Narasimha Rao's Congress Government developed and implemented a strategy which aimed 
to transform India's economy from an inward-looking and protectionist one, to one fully integrated in 
the world trading system. Masuch et al. (2003) and Bruggeman et al. (2005). 

Emerging Market Economy (Eme) & Environmental Dynamism 

However, phenomenal changes that have taken place in all spheres of economy, especially during the 
post-liberalization era, have necessitated dynamism in the central banking functions. Demands of an 
emerging market economy (EME) like India, are far more different than that those of a closed 
economy and hence, there is a need for central banks to understand the environmental dynamism and 
evolve strategies to come up to the expectations of the new economy. As a matter of fact, the working 
than traditional central banking functions. The bank has been transacting the government's business 
and promoting financial and economic development without jeopardizing price stability. It has helped 
to set up a number of financial institutions such as IDBI, UTI, NABARD and DFHI besides a number 
of research institutions. These institutions have been hived off from the parent body over time and 
they have gone a long way in developing the financial system of india. Yet, the need for continuous 
efforts aimed at expansion of the dictum of price stability to the doctrine of financial stability cannot 
be overemphasized. Ghosh, T. et.al (2016) 

  The Indian Economy at a Glance 

The following figures provide a brief overview of the Indian economy since 1992. 
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Figure 1 shows the Indian economy experienced very high inflation during the last 24 years. The CPI 
(consumer price index) between the first quarter of 1992 and the last quarter of 2013 rose by 384 
percent. The average was a 17 percent price rise. However, from the first quarter of 1992 to the first 
quarter of 2000, CPI rose by 89%. On an average, there was a 9 percent price rise every year during 
that time period. Alamgir, J. (2008).  

Figure 2 shows that loose monetary stance was a dominant feature of the economy between 1992 and 
1997. Alamgir, J. (2008).  

Figure 3 displays the interest rate differential between India and U.S. and the exchange rate of the 
India rupee relative to the US dollar. The figure suggests that the movements of the nominal exchange 
rate appear to have followed the interest rate differential with a lag. 

Figure 4 displays the accelerated growth in the money supply for both M1 and M3 during a period of 
loosening of inter-bank rates. Alamgir, J. (2008).  

Figure 5 displays the liquidity of the Indian economy using the theoretically grounded Division 
monetary aggregates. Division reflects much liquidity injection into the economy, but not as much as 
the simple-sum monetary aggregates would imply. Alamgir, J. (2008).  

Figure 6 displays the production of total industry (IIP) for India. The period of highest industrial 
growth was between 2002 and 2007, after which the growth slowed dramatically. Alamgir, J. (2008).  

Price Stability to financial stability 

Price stability though equally important yet most of the times remains a short-sighted goal. A narrow 
focus of the monetary policy on price stability in the short-term may pose risks to price stability in the 
are overlooked. It is quite possible to achieve price stability for some time even in a turbulent financial 
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longer-run if the potential consequences of financial instability for longer-term price developments 
system through policy manipulations. It is just like taking pain killers for immediate relief without 
cure. The goal of financial stability, on the other hand, brings along with its policy prescription meant 
for curing the evils of the system and making it viable and self-sustaining. A financially stable system 
must be able to assess and mitigate risks take proactive actions and possess adequate shock- absorbers 
to react and bounce back after vulnerable periods. Financial stability is the single most important thing 
from the macroeconomic view as it deals with issue like contagion and systems and systemic risks 
which can lead to most violent upheavals and hence needs to be monitored continuously. While such 
monitoring is essential, practically it is very difficult due to the fact that unlike price stability it cannot 
be easily quantified and measured by a few indicators. Srivastava, D. A. (2018) 

Holistic And Consciously Coordinated Strategy 

As a consequence, maintenance of financial stability requires a holistic and consciously coordinated 
strategy aimed at development and deepening of the financial system. Improving allocating efficiency 
of the system and facilitating inter-temporal allocation of resources frome savers to ultimate users is 
also essential. Vulnerability of capital flows in emerging market economies has put additional 
responsibility on payment and settlement systems to remain robust and prevent systemic on risks. Sine 
qua non for financial stability in a dynamic scenario. Sharma, K. C. (2007) 

Dilemmas, challenges and opportunities 

Transition from a comparatively closed economy to market economy has made it obligatory on the 
part of the RBI to remain focused and tackle dilemmas and challenges which are very particular to the 
EME. As a matter of facts, carefully crafted policies are needed for an EME because of its 
heterogeneous economic structure. Today, the Indian economy presents a dichotomous economic 
structure; one modern, dynamic and growing rapidly and the other traditional slow paced with old 
technologies. The Requirements of one structure is entirely different from those of the other. Cavoli, 
T., & Rajan, R. S. (2008) The problem that most of the things are in a transition phase and that too 
with different paces, makes the job of the central bank more complex and difficult. While some 
sectors demand and liberal and free environment, at the same time there are other which need to be 
protected and nurtured. Therefore, making a judicious mix of central banking policies of developed 
and developing economic is a challenge which the RBI faces today. Specifically speaking, such 
dilemmas arise out of the following Issues: 

● Debt management and monetary management. 

● E-money and systemic risk management. 

● Liberalization and global imbalances. 

● Global alignment and domestic financial inclusion. 

● Central banking independence and economic growth. 

● Credibility and constructive ambiguity. 

Formulation And Conduct of The Monetary Policy 

Although not exactly a central banking function, the RBI also works as a debt manager of central and 
state governments under sections 17(11)(e),21(2),21(A) of the RBI act-1934. It manages issuance. 
redemption, servicing, etc, of domestic loans which are raised by the governments as per the 
constitutional provisions under articles 292 and 293 for the fiscal management. Such an activity 
creates a dilemma as objectives of debt management sometimes come in direct conflict with those of 
monetary management. The objectives of development management are cost minimization., maturity 
elongation and smooth rollover. At the same time, formulation and conduct of the monetary policy is 
also closely related with liquidity and interest rate management in the economy. 
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Avoiding crowding out of private investments due to heavy government borrowings also becomes a 
major concern. Moreover, since banks and financial institutions are the principal investors in the 
government securities, managing low-cost borrowings for government results into poor bottom lines 
for the financial sector. Monetary management by the central bank, therefore, becomes a tight-rope 
walk which at times may result in compromise in the monetary management objectives. Cavoli, T., & 
Rajan, R. S. (2008) 

Broad Approach to Reform 

The strategy for banking reforms was broadly similar to that followed in other countries, but with 
some important differences. It was similar to the extent that it focused on imposing prudential norms 
and improving regulatory supervision to meet Basel I standards (standards that were formulated by the 
committee of the Bank of International Settlement, or BIS, based in Basel, Switzerland), and it aimed 
at increasing competition to promote greater efficiency. However, there were two important 
differences compared with reforms in other countries. First, the reforms in banking were much more 
gradualist than in most countries, a course of action that was in line with the general strategy of 
reforms in India, made possible by the fact that the reforms were not introduced in the midst of a 
banking sector crisis, which might have entailed greater urgency. Second, unlike the case in many 
other countries, there was never any intention to privatize public sector banks. It was clearly 
recognized that competition was desirable, and this implied that both private sector banks and foreign 
banks should be allowed to expand their market share if they could. However, the government also 
declared its intention to strengthen public sector banks and enable them to meet competition. 
Srivastava, D. A. (2018) 

There was also a great deal of progress in introducing prudential norms for income recognition, asset 
classification, and capital adequacy in a phased manner. As a consequence of this gradualist process, 
income recognition norms and capital adequacy norms have been fully aligned with Basel I standards, 
while asset recognition norms, though still falling short of international best practice, are now close to 
existing international standards. 

Banking System Performance 

The impact of the reforms on the efficiency of the banking system in performing its twin roles of 
financial intermediation and resource allocation is not easy to evaluate. As far as the scale of bank 
intermediation is concerned, the ratio of total credit extended by the banking system to India's gross 
domestic product has increased, but it is still relatively low compared to countries such as China or 
some of the other East Asian countries. The ratio in India increased from 51.5 percent in 1990 to 53.4 
percent in 2000, whereas in China it increased from 90 percent to 132.7 percent in the same period. 
The figures over the same period are also much higher for Malaysia (75.7% and 143.4%) and 
Thailand (91.1% and 121.7%), though many Latin American countries have figures closer to those of 
India. 

There is evidence of significant improvement in several dimensions in recent years. Gross 
nonperforming assets (NPAs) as a percentage of total advances have fallen from 15.7 percent in 1996–

1997 to 7.3 percent in 2003–2004. Gross NPAs as a percent of total assets are much lower because 
Indian banks typically have a large proportion of their assets in sovereign debt; this ratio has also 
declined from 7 percent in 1996–1997 to 4 percent in 2002–2003. More importantly, the financial 
strength of the banks is actually better than it appears from these ratios because Indian banks do not 
write off assets, even though large provisions have been made. Net nonperforming assets, calculated 
after taking account of provisioning, are 3 percent of total advances and only around 2 percent of total 
assets. There has been a general improvement in other financial indicators, such as net profit as a 
percentage of total assets, interest spread as a percentage of assets, and operating expenses as a 
percentage of total assets, for public sector banks, old private sector banks, new private sector banks, 
and foreign banks. The financial strength of the banks, as measured by the capital to risk adjusted 
assets ratio (CRAR), shows distinct improvement in the postreform period. The required CRAR was 

https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
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increased in phases, to 8 percent at first (which is the Basel I minimum) and then to 9 percent in 
1999–2000. Initially, banks with insufficient capital had to be capitalized by the injection of 
government equity from the budget, but subsequently several banks were able to raise capital from the 
market, and this, combined with plowing back of profits, led to a substantial improvement in capital 
adequacy. At the end of March 2003, out of the 93 commercial banks operating in India, 91 were 
above 9 percent and as many as 87 were above 10 percent, compared with only 54 out of 92 banks 
above 9 percent and 42 above 10 percent at the end of March 1996. Srivastava, D. A. (2018) 

It is noteworthy that the Indian banking system did not suffer from any contagion effect in the 
aftermath of the East Asian crisis. However, this is not so much due to the improvements brought 
about after 1991, as the fact that the capital account was not fully open. Banks were not allowed to 
undertake excessive foreign currency exposure, and external borrowing (especially short-term 
borrowing) was strictly controlled. This cautious policy helped insulate India from the severe reversals 
of external flows witnessed in many emerging market countries in the 1990s. Masuch et al. (2003) 
and Bruggeman et al. (2005). 

Decontrol of Interest Rates and Credit 

There has been a significant liberalization of interest rate and credit controls on commercial banks. 
Earlier, there were detailed restrictions on interest rates that could be paid on different types of 
deposits and rates that were charged to various categories of customers. These have been extensively 
liberalized. On the deposit side, interest rates paid on term deposits have been decontrolled, except 
that the RBI prescribes a maximum interest rate on short-term (15-day) deposits and also prescribes 
the interest rate on savings deposits. On the lending side, the detailed structure of interest rates 
prescribed for different types of borrowers and for different sizes of loans has been abolished; the RBI 
prescribes only the interest rate to be paid under the differential rate of interest scheme a very small 
window for loans to individuals below the poverty line. For the rest, individual banks fix lending rates 
with reference to the prime lending rate fixed by the bank. The reforms also abolished the requirement 
that banks needed to obtain RBI approval for individual credit limits fixed for large customers. With 
these changes, decisions on the cost of credit and the volume of credit to be extended have been left to 
bank management, subject to internal guidelines and procedures for credit approval and general 
prudential limits on single borrower and single project exposure. Cavoli, T., & Rajan, R. S. (2008) 

Directed Credit 

Reducing directed credit requirements is a common feature of banking reforms, and this was the case 
in India as well. A major directed credit requirement was constituted by the high levels of the SLR, 
which preempted bank resources to finance the government deficit at low interest rates. Preemption of 
credit by the government also occurred indirectly because the RBI followed a practice of 
automatically issuing ad hoc Treasury bills to meet any shortfalls in the government's balances with 
the RBI. Since this implied a mechanical transmission of fiscal expansion to the monetary side, it was 
offset by imposing a high cash reserve ratio (CRR) in the commercial banks, thus effectively 
crowding out private sector credit. 

At one stage, prior to the reforms, the combined effect of the high CRR and the SLR was such that 
only 35 percent of the increment in bank deposits was actually available for commercial advances, the 
rest being either impounded by the RBI in the form of cash reserve deposits or absorbed by the 
government. The practice of automatic monetization was abandoned in 1994, and both the CRR and 
the SLR were reduced over time from 15 percent and 38.5 percent, respectively, before the reforms to 
5 percent and 25 percent by 2005. The fiscal deficit is now financed through the auction of 
government securities conducted by the RBI, and in that sense, the interest rate on government 
borrowing is market-determined. However, it is interesting to note that, despite the reduction in the 
SLR from 38.5 percent to 25 percent, the proportion of government securities held by the banks to 
their total assets has actually increased from 30.4 percent at the end of March 1994 to 34.5 percent at 
the end of March 2004. This has occurred because of the combined effect of the inability to reduce the 
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fiscal deficit—a key weakness of the reforms to date—and the fact that the prudential norms give 
sovereign debt a very low risk weight. In other words, while statutory preemption of bank resources 
was steadily reduced in the 1990s, the banks' appetite for government debt has remained high because 
the prudential norms contain a built-in regulatory bias in favor of government debt in preference to 
commercial credit. Cavoli, T., & Rajan, R. S. (2008) 

The other major form of directed credit was the requirement that 40 percent of commercial credit has 
to be extended to the priority sector, which includes agriculture, small-scale industry, small transport 
operators, artisans, and so on. It applies to Indian commercial banks but not to foreign banks because 
the latter do not operate in rural areas and therefore cannot engage in agricultural lending. In their 
case, the requirement is that 15 percent of advances must be for exports and for the small-scale sector. 
These provisions have not been altered by the reforms. However, although the priority sector target 
for Indian banks has not been changed, the provision has been liberalized indirectly to some extent by 
definitional changes that expand the range of borrowers that are eligible. It is also worth noting that 
while banks are subject to sectoral direction of credit, they are not required to lend to particular 
borrowers; the credit decision of lending to a particular borrower is left to the bank on the basis of 
normal credit-worthiness analysis. 

Banking System Performance 

The impact of the reforms on the efficiency of the banking system in performing its twin roles of 
financial intermediation and resource allocation is not easy to evaluate. As far as the scale of bank 
intermediation is concerned, the ratio of total credit extended by the banking system to India's gross 
domestic product has increased, but it is still relatively low compared to countries such as China or 
some of the other East Asian countries. The ratio in India increased from 51.5 percent in 1990 to 53.4 
percent in 2000, whereas in China it increased from 90 percent to 132.7 percent in the same period. 
The figures over the same period are also much higher for Malaysia (75.7% and 143.4%) and 
Thailand (91.1% and 121.7%), though many Latin American countries have figures closer to those of 
India. 

There is evidence of significant improvement in several dimensions in recent years. Gross 
nonperforming assets (NPAs) as a percentage of total advances have fallen from 15.7 percent in 1996–

1997 to 7.3 percent in 2003–2004. Gross NPAs as a percent of total assets are much lower because 
Indian banks typically have a large proportion of their assets in sovereign debt; this ratio has also 
declined from 7 percent in 1996–1997 to 4 percent in 2002–2003. More importantly, the financial 
strength of the banks is actually better than it appears from these ratios because Indian banks do not 
write off assets, even though large provisions have been made. Net nonperforming assets, calculated 
after taking account of provisioning, are 3 percent of total advances and only around 2 percent of total 
assets. There has been a general improvement in other financial indicators, such as net profit as a 
percentage of total assets, interest spread as a percentage of assets, and operating expenses as a 
percentage of total assets, for public sector banks, old private sector banks, new private sector banks, 
and foreign banks. The financial strength of the banks, as measured by the capital to risk adjusted 
assets ratio (CRAR), shows distinct improvement in the postreform period. The required CRAR was 
increased in phases, to 8 percent at first (which is the Basel I minimum) and then to 9 percent in 
1999–2000. Initially, banks with insufficient capital had to be capitalized by the injection of 
government equity from the budget, but subsequently several banks were able to raise capital from the 
market, and this, combined with plowing back of profits, led to a substantial improvement in capital 
adequacy. Sharma, K. C. (2007) At the end of March 2003, out of the 93 commercial banks 
operating in India, 91 were above 9 percent and as many as 87 were above 10 percent, compared with 
only 54 out of 92 banks above 9 percent and 42 above 10 percent at the end of March 1996. 

It is noteworthy that the Indian banking system did not suffer from any contagion effect in the 
aftermath of the East Asian crisis. However, this is not so much due to the improvements brought 
about after 1991, as the fact that the capital account was not fully open. Banks were not allowed to 
undertake excessive foreign currency exposure, and external borrowing (especially short-term 

https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
https://www.encyclopedia.com/social-sciences-and-law/economics-business-and-labor/economics-terms-and-concepts/gross-domestic
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borrowing) was strictly controlled. This cautious policy helped insulate India from the severe reversals 
of external flows witnessed in many emerging market countries in the 1990s. 

 

E-Money and Minimization of Paper-Based Transaction 

Thrust towards expansion of E-Money and minimization of paper-based transaction though a 
welcomes step on the part of the RBI, yet the issue of assessing, mitigating and managing systemic 
risks has also gained currency in recent times. Establishing a robust payment and settlement system in 
electronics environment is a big challenge and the apex bank will have to live up to the challenges of 
technological revolution. Ozili, P. K. (2022) 

Financial Integration 

Liberalization has resulted in financial integration to an extent in the economic scenario and the events 
of one economy instantaneously influence developments in another. However, huge current account 
deficit of the US and consequents surpluses in Japan and the gulf countries have created global 
imbalances which may adversely affect some systemically important currencies, especially the US 
dollar. Of late, it is being argued that the US consumer cannot pull the global demand for a long time 
as the US current account deficit may become unsustainable, although the Indian economy is insulated 
to a great extend due to restricted capital account, yet overflowing US dollars through FIIs is a cause 
of concern. One-way movement of foreign currency may lead to destabilization. However, these 
things are bound to happen because the world is not flat and increase in the degree of financial 
integration can further catalyze disparities. Hence, the only remedy that remains is to devices suitable 
policies, strategies and tactics to tackle such delicate issues, this is a challenge which is to be turned 
into an opportunity for india to make a mark at the world stage. Ozili, P. K. (2022) 

Global banking standards and domestic financial inclusion. 

Another related issue is the simultaneous fulfilment of the requirement of adopting global banking 
standards and domestic financial inclusion. The Indian scenario is quite unique due to the fact that 
banking is still a luxury for a vast chunk of population and we are talking about achieving global 
standards of banking in terms of technology as well as regulatory norms due to global alignment of 
the banking industry. Both these objectives are important and require substantial resource allocation. 
A judicious and balanced strategy is needed to achieve the objective of taking the banking to every 
nook and corner of the nation and simultaneously achieve global standards without escalating and 
passing the cost to the common customer. This is again a big challenge and opportunity for the central 
bank. Ozili, P. K. (2022) 

Independence of central banking from government controls is another debatable issue in emerging 
economies. This involves operational as well as financial independence. Although the case for a 
strong and independent central bank has a firm footing. Yet the extent of independence hinges upon 
its trade-off with fiscal issues of a developing and transforming economy. 

Conclusion and policy implications 

The issue of transparency in central banking functions has gained currency in recent times. 

Theoretically speaking, as the economy grows and matures the central bank should also become more 
predictable. However, it is quite difficult to say that the Indian economy and financial system in 
particular have gained such a depth and maturity; probably it will take some more time to reach the 
stage of a fully developed financial system. Hence, constructive ambiguity in central banking shall 
remain a major tool. Being constructively ambiguous and maintaining credibility is indeed an uphill 
task in which the RBI has been highly successful. The ability of the RBI to surprise the market and 
move ahead of it while keeping it on the desired path in today's dynamic environment shall be put test 
in the ensuing time. 
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Today, the dynamism of the economic structure and financial system has put additional responsibility 
on the central banks in emerging economies to adapt, reorient and face new challenges. In India, the 
RBI is turning these challenges into opportunities and marching ahead with its mandate in the service 
of the nation. 

Pro-openness policy makers have been successful on the first count. Even left-leaning parties now 
provide broad support for the continuity of open-economy policies. Such broad-based support would 
not have been possible without the imagery of empowerment, loss and global destiny employed 
consistently by the policymakers. All nationalist appeals are based on some concept of strengthening 
the nation. The idea of globalism encompasses that appeal and goes farther beyond, not only by 
showing congruence with the ―Indian‖ identity derived through anticolonial struggles but also by 

bringing together politically diverse interests under its ideological and rhetorical orbit on economic 
matters. While various political platforms questioned specific policy measures, virtually none 
questioned the need for greater global visibility. As the broad idea to frame India‘s open-economy 
policies, globalism has proven to be an extremely useful vehicle to market open-door policies to the 
domestic constituency. 

Limitations and Future Research Directions 

Inadequate regulations or failure of regulations to keep pace with financial innovations could have 
been reasons for financial crises during 1991 in India, but equally critical contributing factors for 
financial distress have been inadequate internal control, false assumptions about market and liquidity, 
and lack of due diligence processes. It is obvious, therefore, that the regulations may strengthen but 
cannot substitute the internal controls and risk management framework at the level of the financial 
institution. Hence, at the micro level, while it is imperative for the institutions to put in place a 
comprehensive risk management system, the regulator also needs to ensure that there is adequate risk 
ownership in the institution at a sufficiently senior position. The key to success is to have a proper 
balance of macro-prudential and micro-prudential regulations adequately aligned with the nature and 
culture of financial market behaviour. While traditionally, the securities regulations were backwards 
looking and rule based and insurance regulations were not highly capital-centric in contrast to the 
forward-looking capital-intensive macro-prudential banking regulations, now a greater convergence is 
seen in the regulatory approaches. Financial stability and some elements of macro-prudential focus 
have now become a common denominator for all the regulators. Another important aspect is an 
effective supervision because first, it is not possible to forecast and document every likely incidence 
of risk in the regulatory norms and second, holding buffers against every possible eventuality could 
stifle the growth and could make the financial institutions inefficient. A forward-looking and vigilant 
supervisory mechanism could sense early signs of distress, distortions and imbalances and raise a red 
flag for timely action. However, developing a larger eco-system of effective 360-degree supervision 
through information dissemination should be the ultimate goal of the supervisory process. It is a 
challenge is to incentivise the financial market participants to join the regulators in pursuit of effective 
risk optimisation and strengthening of the 10 financial stabilities. Collaboration and coordination are 
needed between the regulators and the regulated entities for achieving the common good of a stable 
and efficient financial system. The one can further monitor and evaluate the financial stabilities in 
economy in the coming period of time and can always compare it timely with the situation of Indian 
economy during 90‘s. 
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Abstract 
The characters in the works of JennetWinterson's "Oranges are Not the Only Fruit" and "The 
Passion" are investigated in this paper for their "identity" issues. The essay seeks answers by 
examining accounts of conflict theory, childhood memories, the importance of unconsciousness, and 
libido drives, which are reflected in Winterson's mental, gender, and sexual identity inadequacies. 
The debate revolves around the concept of the true self and the effort to undermine one's self-image, 
which is hampered by both personal indeterminacy and adherence to orthodox society's norms. The 
aim of literary study of selected examples is to determine whether it is possible to define one's own 
identity in the face of past influences. 
Keywords: Jeanette Winterson, Identity Crisis,The Passion, Oranges Are Not The Only Fruit. 
 
Introduction 
Jeanette Winterson's books also address the theme of lost identity, which is prompted by the author's 
own personal experience. Winterson struggled as a lesbian and adoptive child with antagonistic 
family members, a prejudiced culture, and, most notably, with her own self, who on the one hand 
sought to adhere to imposed expectations while on the other wished to obey personal wishes. Identity 
crises may be triggered by social, religious, or sexual factors, as shown by Winterson's works. 
“Oranges” is a bridge between harsh realism and a calming imagination, as it depicts Winterson's 
own psychiatric state, her issues of self-acceptance and social rejection. It may be argued that 
"Oranges" was written to distort truth and exorcise past ghosts.The fact that it is narrowly linked to 
the theme of identity in the novel "The Passion”.  
Despite their superficial differences, all of these books have one thing in common: a central plot built 
on confusion, quest, and identification. It can also be remembered that the author of this paper 
intentionally approaches Winterson's fiction and non-fiction in the same way in order to demonstrate 
the fine line between the two, their interdependence, and interrelationship, as well as to demonstrate 
how powerful the effect of Winterson's personal experiences was on the development of Oranges and 
The Passion. The examination of the above books would allow a more in-depth examination of the 
process of shaping one's own personality in the face of persistent conflict between inner drives and 
external expectations. 
The issue of identity is inextricably linked to human existence. The process of identifying and 
moulding one's own personality is critical in learning "who am I?" for one cannot work adequately in 
life without knowing oneself. While many people have no trouble identifying their own identities, a 
significant amount of people have difficulty answering the question above. Jeanette Winterson's 
writings stress the complex journey of self-discovery, recognition, and reconciliation, which is often 
followed by an unjust battle with culture, families, and interpersonal tensions. The author of this 
essay draws attention to the problem's ambiguity by portraying identity as multiple, unorthodox, and 
unclear. Winterson declares that the path to discovering one's true self is long, and that any mirror 
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you gaze into is a magical mirror of its own sort, when you expect to see a more accurate image of 
yourself. 
Winterson travels to places fraught with controversy and the unknown, crossing borders and 
trespassing on holy ground. Her works are filled with a tangle of unpredictable occurrences, 
idiosyncrasies, and peculiarities as a result of multiple remedies, hybridities, and the multiplicity of 
personalities that have fused to create a labyrinth of unexpected events, idiosyncrasies, and 
peculiarities. Winterson's primary research field is gender, religious, and sexual orientation, but she 
focuses on a broad variety of subjects and juggles with various notions such as mystic realism, 
intersexuality, the grotesque, and fragmentation. The writer's desire for inclusion sparks a 
conversation around diversity and freedom of choice, which is often suppressed by society's 
prejudiced speech. Winterson's inability to recognize her own personality is well known; as a result, 
her novels are steeped in reality and sincerity, which appear to resonate more than most other social 
philosophies. 
Decoding the Identity Crises 
Winterson, as a novelist, has the ability to escape authoritarian reality by escapism into the realms of 
imagination.  Oranges Are Not The Only Fruit is a novel posing as a diary (Onega, Jeanette 18), a 
vent for the author's past memories and hidden impulses. The semiautobiographical book is a 
deliberate act of overcoming one's own shortcomings and fears. 
Winterson breaks herself off from self- and socially enforced expectations by fiction, allowing her to 
be free of mental subjugation and endless stress over her incompatibility, first as an adopted child and 
later as a homosexual in a homogeneous culture. She writes the outline of her own life in Oranges, 
which she cleverly hides behind fairy tales and fantasy worlds. Winterson introduces a heroine who 
seems to be her alter ego – a teenager who not only shares the writer's name but also "must negotiate 
both the external and internal worlds by banging first the wall, then her own chest, as seminal for... 
the emerging self." The external, cultural world, cultural norms, and gender roles of both families and 
culture as a whole are metaphorically correlated with walls and pollution” (Makinen, 2005). 
According to Oranges, Evangelical culture and, in particular, a woman, or rather, women, had the 
strongest impact on shaping young Jeanette's character, attitudes, and values. First, Jeanette's 
biological mother's abandonment instilled in her a sense of remorse and alienation, as well as the 
dilemma "why has it happened to me?" With the absence of her biological parents, the heroine is cut 
off from her origins and past, and therefore loses a piece of her identity. Second, she must deal with 
her adoptive mother's high hopes and religious commitment. For a long time, Jeanette's fear of being 
rejected by Winterson has prevented her from admitting her homosexuality. To avoid being totally 
alienated and disconnected from the nearest culture, she is compelled to ignore her own impulses 
(Freud, Poza 150). Nonetheless, the protagonist is unable to cope with her feelings for another 
woman, particularly because she lacks support from her conservative mother. 
Winterson agrees that the formation of Oranges was not an experiment or a whim, but rather the 
product of a strong wind blowing downstream. It was as though the novel had already been 
completed (Winterson, Oranges xii). We can deduce from this that the plot of the novel is an 
imitation of Winterson's own fears and anxieties, which have never been unveiled due to a sense of 
inconsistency in her own conception of identity and the aspirations of her group. The ability to 
explore fact by sharing her storey from the viewpoint of an unwelcome child and a lesbian, which for 
an uninitiated reader is nothing more than a work of fiction, helped Winterson to not only discover 
but also embrace her true self. 
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Winterson's investigation into sexual identities continues, this time focusing on traditional attitudes to 
the female body and gender stereotypes. In her other novel, "The Passion," which re-establishes and 
re-defines the representation of women, identity dialogue is interwoven. About the fact that love is 
the central theme of The Passion, this passage would focus on Villanelle's many personalities. It's 
important to note, however, that the concepts of love and identity are inextricably linked, and it's 
impossible to study one without examining the other. 
The multidimensional of self-alluded to in ‘Front' is perfectly embodied in Villanelle, who, depending 
on the situation, juggles her personalities and alters her physical identity by donning different masks. 
Her anatomy, as her gender, blurs the lines between binary opposites. She is a conflation of a man 
and a woman, a person and an animal, and the double identity is encoded in her body and sexual 
orientation (Front, 2009). Villanelle, despite being a female, is distinguished by webbed feet reserved 
for Venetian boatmen. Since webbed feet are just a masculine characteristic, they can be considered a 
sign of phallus and strength (AsensioArostegui, 2000). This distinctive trait, which can be considered 
a freak of nature, has both social and political overtones. Villanelle thus transcends physicality and 
sex divisions. Due to its French origins, Villanelle's entire figure is diffused, including her 
corporality, ethnicity, sexual orientation, and even her name, which introduces uncertainty and 
confusion: you are a Venetian, but you wear your name as a mask (Winterson, The Passion 54). The 
idea that Villanelle "gains... the power to choose gender" as a result of her physical transformation is 
particularly relevant to our investigation (Front 103). She has two faces and two names, allowing her 
to deceive people about her true identity. Villanelle cleverly switches outfits and dons different 
masks, claiming that dressing up as a child is part of the fun (Winterson, The Passion 54). Her dresses 
serve as a form of concealment and security, while her body establishes inconsistencies and 
dichotomies that, when combined, form an androgynous, hermaphroditic, and bisexual unity. 
Villanelle's nature's duality reshapes her personality, and is torn between femininity and masculinity. 
She has several affairs while disguised as a child, both with men who are enchanted by the 
voluptuous particle of Villanelle's delicacy and with women who are drawn to her mystery. 
The life of the Venetian girl is divided into parts, and it takes place through various temporalities and 
parallel poles of posing and candour, lust and attraction, homo- and heterosexuality. Villanelle seems 
to enjoy tempting Casino patrons who are enthralled by her allure, but she must eventually choose 
which of her many lives she wants to pursue and which of herself is the true one. The girl tries to 
recover her name, which is masked by piles of clothes, mazes of masks, false faces, and drawn 
smiles: And who was I? Was this breeches-and-boots version of myself any less authentic than my 
garters? (Winterson, The Passion 65–66). The character is mature enough at the end of The Passion to 
develop her own persona and avoid dissimulating: "I don't dress up any longer." 
We would have thought that, given Villanelle's diverse identities, the heroine couldn't be rescued 
from identity disintegration; yet, Villanelle's identity is reshuffled like a deck of cards before it 
eventually finds its centre. As mentioned at the outset of this essay, Villanelle's plight is not entirely 
dissimilar to that of Jeanette Winterson or the heroine of Oranges. 
Conclusions 
On the basis of Jeanette Winterson's childhood memoirs and her memories as a gay individual with 
parallels to Freud's ideas, Winterson's "Oranges Are Not The Only Fruit," and her multi faceted novel 
"The Passion," this paper aimed to explore the development of one's own identity. The sense of 
incongruity has its origins in the child's own view of oneself, which may lead to complacency or a 
self-destructive thought path. Furthermore, sexual heterodoxy creates contradictions between an 
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individual's inner drives and traditional social norms, obstructing identity growth. It is important to 
note that when social alienation and gender inadequacy are combined, as in the case of Winterson and 
her fictional characters, psychiatric disorders and a never-ending battle with oneself occur. Altering 
and rewriting reality, as Winterson points out, allows the repressed identity or id to emerge and 
initiates identity formation. It is possible to assume that reconciling with the past and crossing social 
borders will resolve the tension between antithetical self. 
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Abstract: 
This research paper provides a critical analysis of postmodern feminism in the selected novels of 
Jeanette Winterson. The study focuses on four of Winterson's works: "Oranges are not the Only 
Fruit", "Written on the Body", "The Passion", and "The Powerbook". The paper explores how 
Winterson's literary techniques, themes, and characters challenge essentialist assumptions about 
gender and identity, and emphasize the fluidity of desire and power. It also highlights the role of 
language and storytelling in shaping our perceptions of ourselves and others. The study draws on 
key feminist theorists, including Julia Kristeva, Hélène Cixous, Judith Butler, Michel Foucault, 
Luce Irigaray, and Donna Haraway. The research concludes that Winterson's novels make a 
significant contribution to postmodern feminist literature by challenging traditional gender norms 
and exploring the fluidity of identity. The paper emphasizes the power of language and storytelling 
to shape our perceptions of ourselves and others, highlighting the potential for literature to 
challenge and subvert dominant cultural narratives. 
Key words: Postmodern feminism, Jeanette Winterson, gender, identity. 
 
Introduction: 
Introduction: 
Postmodern feminism is an interdisciplinary theory that emerged in the late 20th century, 
challenging the essentialist assumptions of traditional feminism and emphasizing the role of 
language, discourse, and power in shaping gender identities and feminist politics. Jeanette 
Winterson, a contemporary British writer, has been recognized as a prominent voice in postmodern 
feminism, challenging conventional gender norms and exploring the fluidity of identity in her 
fiction. This paper aims to decode postmodern feminism in the selected novels of Jeanette 
Winterson, using a critical analysis of her literary techniques, themes, and characters. 
This research paper employs a critical analysis of the selected novels of Jeanette Winterson to 
decode postmodern feminism in her works. The methodology involves close reading and textual 
analysis of her literary techniques, themes, and characters, with a focus on the ways in which they 
challenge traditional gender norms and explore the fluidity of identity. The paper also draws on 
postmodern feminist theory and literary criticism to contextualize Winterson's works and provide a 
theoretical framework for the analysis. 
 
The paper draws on the works of several key feminist theorists to support its analysis of Jeanette 
Winterson's novels. These theorists have made significant contributions to feminist literary theory, 
postmodern feminism, and gender studies. Julia Kristeva's work explores the relationship between 
language and the formation of subjectivity, while Hélène Cixous's work explores the relationship 
between writing, sexuality, and gender. Judith Butler's work challenges the idea that gender is a 
fixed, biological category, and Michel Foucault's work explores the relationship between power 
and knowledge. Luce Irigaray's work explores the relationship between language, gender, and 
sexuality, and Donna Haraway's work explores the relationship between technology, gender, and 
identity. 
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Analysis: 
Jeanette Winterson's novels are characterized by their postmodernist style and feminist themes. 
Through her literary techniques, themes, and characters, Winterson challenges traditional gender 
norms and explores the fluidity of identity. This section of the paper will analyzeWinterson's 
novels in more detail to highlight these themes and techniques. 
Oranges Are Not the Only Fruit: 
Oranges Are Not the Only Fruit is Winterson's debut novel and is based on her own life 
experiences. The novel follows the protagonist, Jeanette, as she grows up in a strict religious 
community and struggles with her own sexuality. Winterson challenges traditional gender norms in 
the novel by depicting Jeanette as a young girl who rejects traditional gender roles and pursues her 
own desires. Jeanette's relationship with her girlfriend Melanie challenges the heteronormative 
expectations of her community and highlights the fluidity of sexuality and desire. Winterson also 
explores the theme of agency in the novel, emphasizing the need for women to take control of their 
own lives and challenge oppressive social structures. 
Sexing the Cherry: 
Sexing the Cherry is a postmodern novel that features multiple narrators, intertextual references, 
and metafictional elements. The novel explores themes of gender, sexuality, and power by blurring 
the boundaries between reality and fiction. Winterson challenges essentialist assumptions about 
gender by depicting a genderless narrator who embodies both male and female traits. The narrator 
is also a time traveler who visits different periods and cultures, highlighting the constructed nature 
of historical narratives and gender roles. The novel features female characters who challenge 
patriarchal norms and seek to redefine their identities. The protagonist, Dog Woman, is a fierce 
and independent character who defies the traditional gender roles of her society. Dog Woman 
embodies both male and female traits, challenging essentialist assumptions about gender. 
 
Written on the Body: 
Written on the Body is a novel that features a genderless narrator who falls in love with a married 
woman. The novel explores the fluidity of desire and identity by challenging essentialist 
assumptions about gender and sexuality. The narrator's genderless identity emphasizes the 
constructed nature of gender and the potential for fluidity and change. The novel also highlights 
the role of language and storytelling in shaping our perceptions of ourselves and others. The 
narrator uses language to describe the object of their desire, challenging the reader's assumptions 
about the gender of the narrator and the object of desire. 
The Passion: 
The Passion is a novel that features a female protagonist who defies conventional gender norms 
and seeks to redefine her identity. The protagonist, Henri, is a soldier in Napoleon's army who falls 
in love with a cross-dressing Venetian woman named Villanelle. Henri's love for Villanelle 
challenges traditional gender roles and highlights the fluidity of desire and identity. The novel also 
explores the theme of power and its relationship to gender and sexuality. Villanelle is a powerful 
character who challenges the male-dominated power structures of her society by subverting 
traditional gender roles. 
The PowerBook: 
The PowerBook is a postmodern novel that features multiple narrators, intertextual references, and 
metafictional elements. The novel explores themes of identity, desire, and power by blurring the 
boundaries between reality and fiction. The novel challenges essentialist assumptions about gender 
and sexuality by featuring a genderless narrator who embodies both male and female traits. The 
novel also features female characters who challenge patriarchal norms and seek to redefine their 
identities. 
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The novel also highlights the role of storytelling in shaping our perceptions of ourselves and 
others. The novel's multiple narrators and intertextual references emphasize the constructed nature 
of identity and the potential for fluidity and change. The novel also explores the relationship 
between power and desire. 
One of the key themes that emerges from the analysis is the idea of the "unstable self" and the 
challenge to fixed identity categories. Winterson's novels, particularly Written on the Body and 
The PowerBook, challenge the idea of a stable and fixed gender identity, and instead present a 
fluid and multiple sense of self. This is in line with postmodern feminist theory, which emphasizes 
the importance of recognizing the diversity and complexity of identity categories and the need to 
challenge traditional binaries and hierarchies. 
 
Another important theme that emerges from the analysis is the idea of agency and empowerment. 
Winterson's novels, particularly Oranges Are Not the Only Fruit and The Passion, present female 
characters who challenge patriarchal norms and assert their own agency and desire. This is in line 
with feminist theory, which emphasizes the need for women to take control of their own lives and 
challenge oppressive social structures. 
Conclusions: 
The conclusion of this research paper emphasizes the significant contribution of Jeanette 
Winterson's novels to postmodern feminist literature. The conclusion highlights how her literary 
techniques, themes, and characters challenge essentialist assumptions about gender and identity 
and explore the fluidity of desire and power. It also emphasizes the role of language and 
storytelling in shaping our perceptions of ourselves and others. 
The conclusion highlights the way in which Winterson's works challenge traditional gender norms, 
particularly in relation to gender binaries and stereotypes. The conclusion also emphasizes the 
fluidity of identity, explored in all of the novels discussed. 
Additionally, this research paper highlights the importance of postmodern feminist theory in 
analyzing and contextualizing Winterson's works. By drawing on the insights of key feminist 
theorists such as Julia Kristeva, Hélène Cixous, Judith Butler, Michel Foucault, Luce Irigaray, and 
Donna Haraway, this paper offers a nuanced analysis of Winterson's novels and situates them 
within the broader context of feminist theory. 
The analysis of Winterson's novels in this paper reveals a number of recurring themes, including 
the fluidity of identity, the challenge to traditional gender norms, and the power of language and 
storytelling. These themes are in line with postmodern feminist theory, which emphasizes the 
constructed and contingent nature of identity and the importance of language and discourse in 
shaping our perceptions of ourselves and others. Winterson's novels, in particular, challenge 
essentialist assumptions about gender and identity, presenting a fluid and multiple sense of self. 
The conclusion of this research paper underscores the value of Winterson's contributions to 
postmodern feminist literature, highlighting the ways in which her works challenge traditional 
gender norms and explore the fluidity of identity. It also emphasizes the importance of postmodern 
feminist theory in analyzing and contextualizing Winterson's novels, as well as the potential for 
literature to challenge and shape our perceptions of ourselves and others. 
Overall, this research paper offers a comprehensive analysis of postmodern feminism in the 
selected novels of Jeanette Winterson, drawing on key feminist theorists to provide a theoretical 
framework for the analysis. Through its critical analysis of Winterson's literary techniques, themes, 
and characters, this paper demonstrates the significant contribution of Winterson's works to 
postmodern feminist literature and the ongoing relevance of postmodern feminist theory in the 
study of gender and identity. 
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efficiency or quantum efficiency. The quantum efficiency of the
Cs2BiAgI6-based double perovskite solar cells is shown in
Figure 8. Cs2BiAgI6-based double perovskite solar cells with
different HTLs showed a broad absorption in the complete visi-
ble range (400–800 nm). Further, the J–V curves of Cs2BiAgI6-
based double perovskite solar cells with different HTLs are
shown in Figure 9. The optimum solar cell parameters evaluated
for all Cs2BiAgI6-based solar cells show high efficiency of �29%.
The solar cells show VOC, JSC, and FF in the range of �1.37 V,
�23mA cm�2, and �90%, respectively.

4. Conclusion

In conclusion, the theoretical potential of the Cs2BiAgI6 double
perovskite light harvester is evaluated using the SCAPS-1D soft-
ware package. Cs2BiAgI6 light harvesters are environmentally
benign and render long-term stability. The high-efficiency solar
cells are optimized based on the AZnO ETL and three different
HTLs. Solar cells based on all three HTLs at optimized
conditions delivered PCEs �29%. Compared to all the physical
parameters varied in the optimization, the thickness and bulk
defect density of the Cs2BiAgI6 double perovskite light harvester
had the highest control over performance. The cheap and eco-
nomical carbon electrodes could deliver a PCE of �29% in
the modeled Cs2BiAgI6-based double perovskite solar cells.
Further, even when the operating temperature shoots up to
400 K, the Cs2BiAgI6-based double perovskite solar cells deliv-
ered a PCE of�26%. Therefore, while experimentally fabricating

Cs2BiAgI6 double perovskite solar cells, it should be noted that
Cs2BiAgI6 perovskite is unstable. Hence, it is imperative to
produce films with very low bulk defect density and prefer a prac-
tical rear contact. The present preliminary analysis accurately
illustrates the factors which govern the PCE of Cs2BiAgI6 solar
cells. The procedure employed in this assessment can provide
guidelines for experimental implementation and be further
expanded to examine additional light harvesters for optoelec-
tronic applications.
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Figure 8. Quantum efficiency curves for the Cs2BiAgI6-based double perovskite solar cells comprising various HTLs (MoO3/CuSCN/Spiro-OMeTAD).

Figure 9. J–V curves for the Cs2BiAgI6-based double perovskite solar cells comprising various HTLs (MoO3/CuSCN/Spiro-OMeTAD).
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In the last decade, organic–inorganic hybrid and metal halide perovskite materials have shown tremen-

dous tunability properties and capacity to harvest solar energy efficiently via conceptually new solar cell

architectures. Presently, third-generation thin-film solar cells employing perovskite light absorbers

produce a power conversion efficiency of B25%, which is attributed to their exceptionally unique and

device-worthy optoelectronic properties. Although the perovskite light absorbers play a main role in the

harvesting process, the corresponding device architectures must contain other backing layers such as

electron and hole transport layers, which are crucial for the efficient and stable electronic functioning of

the solar cell. Thus, understanding the functional significance of these transport layers and synergistically

optimizing them with respect to the perovskite light absorbers is highly significant for further

developments in this arena. Therefore, this review focuses and critically analyses the electron and hole

transport layers used in perovskite solar cells, highlighting their functional significance and critical role.

Their functionality basically originates from their crystal structure, chemistry, electronic and optical

properties, and compatibility with the corresponding synthesis protocols of perovskites. Overall, this

work aims at developing a comparative analysis and enhanced understanding of the transport of

photogenerated charges across the active interfaces in the perovskite solar cells.
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1. Introduction

Renewable energy has shown great promise to combat the
emerging energy demand globally, with its contribution to
the energy sector increasing fairly rapidly.1 Among the renew-
able energy resources and their harvesting approaches, solar
energy conversion into electrical energy has shown excellent
promise towards sustainable development.2 Solar cells are
devices that convert incoming light energy into usable electrical
energy. Although a myriad of efforts has been undertaken in the
past 50 years to achieve a high power conversion efficiency
(PCE) through different solar cell designs and architectures, a
knowledge gap still persists in the comprehensive understanding
of how different material interfaces can affect the overall advance-
ment of solar cell technology.3

Silicon-based solar cells are one of the earliest solar cells
making use of crystalline silicon with a bandgap of 1.11 eV,
which is well-positioned in the optimum range for broadband
light absorption. At present, first-generation silicon solar cells
continue to dominate this field, with significant progress being
made towards a high photovoltaic conversion efficiency (PCE)
due to the developed purification and fabrication technology
and earth abundance of the required materials.4 Recently, the
greater supply than demand has also reduced the costs of other
materials, and thus the corresponding improved yields
have reduced the projected price of photovoltaic technology.5

Moreover, over the years, various materials such as amorphous-
Si, GaAs, CdTe/Se, PbSe/S, CIGS, and CZTS have been success-
fully deposited and optimized into thin films with required
thickness and quality and are used as absorbers in second-
generation solar cells to further address and combat related
problems.6–11 The advantages of these second-generation solar
cells include their low production cost, flexibility, and light
weightedness.12

During the last few decades, third-generation solar cells
based on nanocrystals, polymers, sensitized dyes, organic–
inorganic and inorganic halide perovskites have shown tremen-
dous progress bringing a high degree of novelty and versatility
in both the design of new materials and solar cell architec-
tures.13–16 Specifically, the emerging perovskite solar cells
(PSCs) have gained enormous interest in the last decade with
the corresponding conversion efficiency (B25%) competing
with their first-generation silicon counterparts.17 Also, the
newly introduced perovskite/Si tandem cells have already deliv-
ered a remarkable efficiency of 29.5% (refer to the NREL
website for more details).

Hybrid perovskites are molecularly assembled organic–
inorganic compounds that absorb incoming light energy effi-
ciently across a significant portion of the solar spectrum. They
can be highly tuned to generate various desirable optical and
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optoelectronic properties. These organo-inorganic perovskite
materials form the ABX3 structure, where A represents an
organic cation (CH3NH3

+, Cs+, etc.), B represents a divalent
metal (Pb2+, Sn2+, etc.) and X is a halogen (Cl�, I�, and Br�). The
size of these three ions is strictly confined by the tolerance
factor (t) for a stable perovskite structure.18 Moreover, the
perovskite light absorbers possess a high absorption coefficient
in the visible region (B350 to 800 nm), high extinction coeffi-
cient (B104 cm�1 at 550 nm), long charge diffusion lengths,
and ease of processing, which have led to the fabrication of low-
cost PSCs at room temperature consuming a lower amount of
material.19 These intrinsic properties of perovskite light absor-
bers can be tailored to meet the requirements by merely
substituting the ions in perovskite materials.20 However, com-
pared to the perovskite light absorbers, the transport layers
are equally important in the solar cell design to render high
efficiency and stability.

Two different carrier-selective transport layers are required
to achieve effective carrier extraction at both external terminals.
These transport layers preferably perform selective charge
carrier extraction (i.e., n-type or p-type) by blocking the trans-
port of the other (i.e., p-type or n-type). The deposition of a p or
n type transport layer on the light exposure side of the solar cell
first, followed by an intrinsic layer results in the device configu-
ration of the conventional negative–intrinsic–positive (n–i–p)
and inverted positive–intrinsic–negative (p–i–n). Theoretically,
both the (n–i–p) and (p–i–n) device architectures should give
the same efficiency, but they differ due to their optical proper-
ties, transmittance in the UV-Vis-NIR region, material compat-
ibility, and formation of an ohmic contact with the transparent
side of the electrode. Additionally, the investigation of an
inverted (p–i–n) architecture that alters optical behaviour was
reported in the literature.21 Generally, the recombination pro-
cess involves both types of carriers present within the proximity
of the charge diffusion pathway, where the extraction of parti-
cular types of charge carriers at different ends will reduce their
recombination. However, various other qualities such as high
conductivity for selected carrier types, reduction of the unfa-
vourable effect at the interfaces, closely matching mobilities of
the charge carriers across the interface and tuning of the
bandgap for smooth charge transfer of the interfacial charge
carrier-type selective transport layers contribute to the realization
of high efficiency in PSCs.

In this review, we critically discuss and compare different
possible inorganic transport layers (electrons and holes) mainly
used for the PSCs. The functionalities, properties, and requirements
of these transport layers to achieve efficient PSCs are the main
focus. We primarily present, analyse, and discuss the developments
pertaining to highly efficient inorganic electron transport layers
(ETLs) composed of TiO2, SnO2, ZnO, and ternary metal oxides and
hole transport layers (HTLs) composed of NiOx, VOx, CoOx, CuO,
CuI, and CuSCN. Further, the effect of the physical, chemical,
and photoelectrical properties of these widely used inorganic
transport layers on the performance of PSCs is discussed in depth.
Finally, we also include a brief section on themost extensively used
organic transport layers towards the end of this review article.

2. Importance of transport layers

The transport layers in PSCs perform specific functions similar
to that in dye-sensitized solar cells (DSSCs) (Fig. 1). However,
the term ‘division of labour’ has been widely used to under-
stand the functionalities of each component in PSCs,22 which
include (i) perovskite light absorber: absorbs the majority of the
solar spectrum and creates electron–hole pairs, (ii) transport
layers: selectively dissociate the excitons generated in the light
absorber, and (iii) electrodes: establish an electronic high-
quality interface between the device and the external circuit
with minimal resistance. Accordingly, the systematic synchro-
nization of these basic components in terms of optical,
chemical, structural, and electronic properties leads to a high
performance in PSCs. The range of coverage, uniformity, and
thickness of the transport layers depend on the employed
coating technique. Notably, the interface at the transport
layer/perovskite absorber plays a crucial role in the overall
device performance. Depending on the structure of the
employed transport layers, PSCs are classified into planar and
mesoporous device architectures (Fig. 2). Theoretically, the
device architecture with a larger charge diffusion length (Ld)
than the thickness of the perovskite absorber (t) (i.e., Ld 4 t) is
identified as a planar device architecture, which is the opposite
in the mesoscopic device architecture (i.e., Ld o t). This
structure is further divided into two configurations, namely,

Fig. 1 Schematic representation of (a) dye-sensitized solar cell (i.e., DSSC)
and (b) perovskite solar cells (i.e., PSC).
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regular planar with negative intrinsic positive (n–i–p) and inver-
ted planar with positive intrinsic negative (p–i–n), to facilitate
excellent optical transparency in the transport layer and allow
maximum light illumination on the perovskite-like absorber.23

Alternatively, the mesoporous structure demonstrates a large
effective interface between the transport layer and perovskite,
facilitating dissociation of the generated excitons, but lacks
charge collection efficiency due to the grain boundary-assisted
recombination.24 The transport layers are found to guide the
growth of the perovskite absorber, but the lattice mismatch
between the perovskite and transport layers alters the charge
transport. Also, chemical compatibility aspects such as stability
and reactivity of the transport layer with the perovskite layer are
equally important. Moreover, the transport layers optically
protect the perovskite absorber from high-energy UV radiation,
enhancing the device stability. Leijtens et al.25 observed higher
stability in mesoscopic PSCs sensitized with metal oxide than
non-sensitized PSCs. The surface-adsorbed oxygen states of
metal oxides possess deep trap sites for the injected electrons
upon continuous exposure to the UV spectrum and may leak
into the hole transport material. Furthermore, the presence of
defects, interstitials, and impurities in the transport layer, and
thereby at its interface with perovskite, strongly influences the
charge mobility, transport, and recombination. The oxygen
vacancies and interstitial atoms at the interface are known to
create shallow or deep levels near the band edge, which form
recombination centres.26 Therefore, the selection of defect
tolerant interfaces is a prerequisite for smooth charge transfer
and to avoid charge recombination. The charge mobilities of
the transport layers, when closely matched with the perovskite
light absorber, drastically reduce the charge accumulation at
the transport layer/perovskite interface and enhance the collec-
tion efficiency. Therefore, engineering of the transport layers by
doping, faceting, or growing heterostructures is required to
address these charge recombination issues.27–31 Although a

wide range of transport layers has been employed to efficiently
transport electrons from the perovskite absorbers to the con-
tacts, the bandgap and band alignment of the transport layers
with perovskite light absorbers are fundamental prerequisites
for the fabrication of a working device. Usually, wide bandgap
semiconductors are employed to allow the maximum visible
spectrum illumination on the perovskite films. Band alignment
or band edge alignment guides the electrons through the
transport layers to reduce the leakage of excited charges in
the opposite direction. Besides these functionalities, the ease of
processing, use of earth abundant materials, chemical stability,
stability under light illumination, non-toxicity, and feasibility
of real-time operation are the main concerns to realize the
commercial availability of PSCs. Usually, the high processing
temperature of metal oxides restricts the use of plastic sub-
strates in PSCs. Overall, in the continuing search for ideal
transport layers, different material systems with a wide range
of approaches are discussed in the present review.

3. Role of interface and carrier
transport in PSCs
3.1 Interfaces

When the perovskite layer absorbs light, the photo-generated
charge carriers drift towards the respective interfaces (perovs-
kite/ETL or perovskite/HTL) under the influence of the built-in
electric field, where an ultrafast charge extraction process takes
place. The efficient charge extraction depends on smooth
charge transport through the interface, which is hindered by
peculiar features related to the interface such as the surface
energy of the two constituent layers, energy level alignment
at the interface, interfacial layer, defects, mobile ions, trap
states, charge recombination, and charge accumulation. These
obstructions result in the recombination of charges, hysteresis
effect, and light soaking in PSCs. Consequently, the precise
control of these issues (discussed here and shown in Fig. 3)
strongly influences the performance and stability of PSCs,
which is discussed in detail in this review.

The understanding and investigation of the reasons for the
recombination process in the perovskite layer and at the inter-
face are imperative not only to control it but also to narrow the
interface engineering schemes, which can be done with the
help of a differential equation expressed as follows:

dpðtÞ
dðtÞ ¼ �r3p

3 � r2p
2 � r1p (1)

where p is the photo-induced charge carrier density, and r1,
r2 and r3 are trap-assisted (mono-molecular), interfacial (bi-
molecular), and auger recombination rate constants, respectively.
The latter is negligible due to the wide bandgap nature of
perovskite materials. The charge recombination in the perovs-
kite is also significantly less for highly crystalline perovskite
films. The dominant recombination is mainly due to the
second-order, i.e., interfacial (bimolecular), recombination aris-
ing from (i) structural defects in the perovskite layer emanating

Fig. 2 Schematic of (a) mesoporous and (b) planar PSC.
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from the lattice mismatch and thermal vibration, (ii) energy off-
set between the perovskite and transport layers, (iii) surface
defects present in the transport materials such as ZnO and
SnO2 (ETL) and NiO (HTL), and (iv) difference in the charge
carrier mobility of perovskite and transport layers.32

The charge dynamics, including extraction, transfer, and
recombination of charge carriers, happens at the interface.
Charge extraction is a very fast process and takes a few hundred
picoseconds, which is significantly less than the lifetime of the
charge carriers (around a few nanoseconds). Although the
charge extraction process is hindered by the presence of PbI2
at the surface of the perovskite, surface modification has
become a prime requirement.33,34 Furthermore, the hole traps
resulting from the under-coordinated halide anions on the
crystalline surface of MAPbI3 thin films can induce significant
charge accumulation at the perovskite/HTL interface.35 These
trap states existing at the interface can be eliminated by inter-
face engineering to reduce the recombination rate and improve
the charge transfer. Also, it has been perceived that the passiva-
tion of trap states can eradicate the hysteresis anomaly.
Another obstruction for efficient charge extraction is the migra-
tion of ions present in the perovskite (MA+, Pb2+, and I�)
towards the interface, which can also affect the device perfor-
mance. These ions have low activation barriers and ionic
diffusion coefficients to move within the perovskite, especially
when the device is exposed to light illumination.36

Another important feature is the energy level alignment at
the interface, which is essential for smooth charge transportation.
Generally, a band offset ofB0.2 eV is required for efficient charge
transfer at the perovskite/ETL interface. Further, the appropriate
tailoring in the energy level alignment allows smooth charge
transportation, which results in a higher short circuit current
density (JSC) and fill factor (FF). Also, an increase in the open
circuit voltage (VOC) can be achieved by optimum tailoring of the
band alignment.37

Different approaches for interface engineering, including
screening of alternative transport materials with different
morphologies and surface modification to alter the charge
carrier dynamics, have been attempted to improve the device
performance, mainly VOC, JSC, and FF. Furthermore, the use of a
mesoporous layer can affect the ion migration, producing
a lower accumulation of charge carriers at the interface. The
use of doped and composite transport materials, transport layer
with different morphologies (one-dimensional and three-
dimensional), and bi-layered mesoporous scaffolds can alter
the mobility and band alignment of the transport layer, which
will improve the device performance and stability. Additionally,
different surface modifications and surface passivation techni-
ques can and have been used to optimize the interface.

3.2 Charge carrier dynamics

The two main carrier characteristics of the transport layers that
influence the performance of PSCs are mobility (m) and con-
ductivity (s). The mobility of the carriers in the perovskite
should be well-matched to that of the transport layers, i.e.,
the mobility of carriers in the transport layers should be greater
than or equal to that of the perovskite absorbers for smooth
extraction from the perovskite absorber at the interface of the
perovskite and transport layer. Conversely, charge accumula-
tion occurs at the perovskite/transport layer interface when the
mobility of the carriers in the transport layers is lower than that
in the perovskite light absorbers, leading to interfacial recom-
bination. Practically, the carrier mobility of a material depends
on its processing methods, microstructures, morphology, and
defect characteristics. The electron mobility in a semiconductor
can be expressed as follows:

m ¼ t
m� (2)

where m, m* and t are the charge mobility (cm2 V�1 s�1),
effective mass, and characteristic time (s) of the charges in
the transport layers, respectively.

Further, the charge conductivity of the transport layer should
be comparable to that of the perovskite absorber to ensure lower
charge recombination in the transport and achieve better per-
formances in PSCs. The electrical conduction in a semiconduc-
tor is given by the following equation:

s = nDE (3)

where s is the electrical conductivity (S m�1), n is the free
charge concentration based on the Boltzmann relation, D is the
diffusion coefficient of charges, and E is the electric field
(V m�1). Thus, considering Einstein’s equation, the electrical
conductivities of the transport layers can be increased by either
increasing the charge mobility (me and mh for ETLs and HTLs,
respectively) or concentration of free charges (ne and nh for
ETLs and HTLs, respectively). Furthermore, the conductivity
and mobility of the transport layers largely influence the series
and shunt resistance of PSCs. Various reports suggest that
the inclusion of low mobility transport layers at perovskite/
transport layer interface results in dominant trap-assisted

Fig. 3 Schematic illustrating the importance of interfaces in PSCs.
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recombination losses, delivering poor device performances.
Therefore, various research groups have used the doping strat-
egy to enhance the carrier mobility in the transport layers, but
doping results in other unfavourable issues such as parasitic
absorption, dopant diffusion, and doping-induced degradation
pathways. In addition, the concentration of dopants required
to enhance the mobility in the semiconducting transport
layers depends on their thickness and creates ambiguity in
ascertaining the exact dopant that can work and its concen-
tration. Le-Corre et al.38 reported an alternative strategy to
doping and found a different transport layer (with high mobi-
lity), namely, optimizing the thickness of the transport layers,
which directly affected the fill factor (FF) of the PSCs. Further,
to reduce the recombination of photogenerated charge carriers
in the perovskite light absorbers, the mobility of electrons (me)
and holes (mh) should be balanced, i.e., the ratio of me and mh
should be equal to one. Thus, Chen et al.39 used the space-
charge-limited current (SCLC) method and demonstrated the
importance of choosing and grading the transport layers to
achieve a me and mh ratio of 1, which enhanced the performance
of PSCs.

In general, the carrier transport in the perovskite layer is
discussed based on the ideal space charge region, but some
studies have reported changes in the semiconducting state
(p, i, or n) of the perovskite absorber depending on its ionic
composition. Subsequently, Byeon et al.40 introduced the con-
cept of dominant p–n junction depending on the type of ETL
used. Electron-beam-induced current measurement (EBIC) and
Kelvin probe force microscopy (KPFM) were used to analyse the
electric field and charge densities. The EBIC measurements for
devices based on a TiO2 ETL showed a strong EBIC signal at the
TiO2/perovskite interface, unlike PSCs with a C60 ETL, showing
a strong EBIC signal at the perovskite/spiro interface, as shown
in Fig. 4. Specifically, the generated charges dissociate at the
dominant junction with a strong built-in potential and are
transferred to the corresponding transport layers. Further, the
E-field inside the junction was measured by local contact
potential differences (CPDs) with cross-sectional KPFM mea-
surements. A strong E-field was observed at the TiO2/perovskite
interface for the TiO2-based device, while the uniform distribu-
tion of a weak E-field was noticed at the MAPbI3/spiro-MeOTAD
interface and in the MAPbI3 layer. On the contrary, a strong

Fig. 4 (a) Schematics of electron-beam-induced current measurement setup. (b–d) Cross-sectional SEM images representing the EBIC signal in a bright
green color and (e–g) their line profiles perpendicular to layers of TiO2, TiO2/C60, and C60, respectively. The scale bars in SEM images are 500 nm.40

Reprinted with permission from (ACS Energy Lett., 2020, 5, 2580–2589). Copyright (2020), the American Chemical Society.
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E-field developed at the MAPbI3/spiro-MeOTAD interface
instead of the C60/MAPbI3 interface in the C60-based device.
This again corroborates that the choice of ETL decides the
location to form the dominant p–n junction. The carrier density
profiles obtained showed that holes were extensively amassed
at the TiO2 interface, and therefore, the net charge of the
perovskite layer was also positive for the TiO2-based device.
However, the C60-based device mainly showed electron accu-
mulation at the spiro-MeOTAD interface rather than C60 (Fig. 5).
The net charge of the entire perovskite layer was negative in the
device comprised of C60 than that of TiO2. Thus, the actual
devices were not an ideal p–i–n solar cell, indicating a localized
E-field at the specific interface with distinct transport layers.

This further emphasizes the choice of transport layers as a key
factor in controlling the carrier dynamics in the PSCs.

The semiconducting transport layers are vital components
of high-performing PSCs, but these metal oxide transport layers
usually possess inherent trap states. The UV active trap states in
the semiconducting transport layers act as recombination
centres, which directly impact the FF and short circuit current
densities (JSC) of the PSCs. Further, the recombination centres
formed at the interface of the transport layer and perovskite
absorber give rise to hysteresis in PSCs. Nimens et al.41 empha-
sized that the fabrication method used to deposit the transport
layers directly determines the trap density at the transport
layer/perovskite interface. Further, besides the morphology of

Fig. 5 (a) Schematic of cross-sectional Kelvin probe force microscopy measurement scheme. (b and e) Distribution of contact potential differences in
OC (red line) and SC (blue line) condition and (c and f) normalized E-field distribution and OC conditions under illumination and (d and g) charge density
profile evaluated from photo-potential difference between VOC � VSC of TiO2- and C60-based PSCs, respectively. The arrows in (b) and (e) indicate the
built-up VOC. (OC: open circuit, SC: short circuit, VOC: open circuit voltage, and VSC: short circuit voltages).

40 Reprinted with permission from (ACS Energy
Lett., 2020, 5, 2580–2589). Copyright (2020), the American Chemical Society.
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the transport layers or the perovskite absorber films, the trap
density obtained due to the fabrication process of the transport
layer greatly controls the performance of PSCs.

Overall, the charge transfer dynamics compete at different
timescales. The lifetime of photogenerated carriers in polycrys-
talline perovskite films ranges from 10–100 ns. With driving
forces such as concentration gradient and built-in potential,
the photogenerated carriers diffuse to the transport layer/
perovskite interface and are selectively separated in a timescale
ofB10 ns. Subsequently, the free carriers get collected through
the transport layers at a typical timescale of B10 ms. In the
transport layers, before the carriers reach the electrode, the
interfacial recombination competes with the carrier transport
at the typical timescale of 1–1000 ms depending on the concen-
tration of interfacial traps arising from their synthesis protocol,
resulting in photocurrent and photovoltage loss.42–44 Thus, by
ensuring that the transport layers possess less traps at the
transport layer/perovskite interface, the photovoltaic perfor-
mance of PSCs can be significantly enhanced.

3.3 Density of states

The density of states (DOS) can help understand the distri-
bution of the number of electron states per unit volume in the
electronic band structure, which determines the optical proper-
ties and the VOC of solar cells.45,46 Interestingly, the atomic
and electronic structure at the interface is the result of the
combined effects of the surface structures of the independent
constituent layers, giving rise to the solitary electronic structure,

while forming the interface. Particularly, at the interface of the
perovskite/transport layer, the atomic and electronic structure
plays a pivotal role by affecting the lifetime and mobility of
charge carriers.47 Furthermore, the conduction band minimum
and valence band maximum (mostly inorganic semiconductors)
are analogous to the highest occupiedmolecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO) (mostly
organic/polymer semiconductors). Fig. 6(a) shows the electronic
structure, which is comprised of the vacuum energy level (Evac),
work function (WF), Fermi energy (Ef), bandgap (Eg), electron
affinity (EA), and ionization energy (IE) for all organic/inorganic
semiconductors. The position of these energy levels and their
alignment at the junction plays a key role in the overall perfor-
mance of electronic devices.48

The vacuum energy level is the energy of a stationary
electron with zero kinetic energy located outside the surface
of the material. The work function is the energy difference
between the vacuum level and Fermi level (WF = Evac � Ef),
which depicts the energy barrier that restricts an electron from
escaping the material. The Fermi energy represents the value at
absolute zero temperature. The ionization energy (IE) refers to
the energy difference between the vacuum level and valence
band (VB) and depicts the minimum energy necessary to
eliminate the electrons from the VB. Reciprocally, the energy
gained by dropping an electron from the vacuum level to the
conduction band (CB) is known as the electron affinity (EA) of
the semiconductors. The distribution of DOS in the energy
band can be better understood by splitting semiconductors into

Fig. 6 Schematic of the electronic structure for (a) all organic/inorganic, (b) ordered (or crystalline), and (c) amorphous (or disordered) semiconductors.
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two categories, i.e., ordered (single crystals and polycrystalline
thin films) and disordered (amorphous materials) systems.
In the case of ordered semiconductors, the localised charge
carriers are at the band edges, and it shows a parabolic shape
distribution of the DOS at the band edges, which can be
represented as follows:49

gc Eð Þ /
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ec

p
(4)

gv Eð Þ /
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ev � E

p
(5)

where Ec and Ev are the conduction and valence band edges,
respectively. This infers that there are no gap states in the
forbidden gap of the semiconductor or the DOS is reduced to
zero in the energy gap Ev o E o Ec. This results in the
formation of sharp conduction and valence band edges, as
shown in Fig. 6(b).50

In the case of disordered semiconductors such as amor-
phous and most organic semiconductors, the charge carriers
have a poor degree of localization.51 The weak localization at
the band edges results in extended states, which progressively
change to localized states, leading to the outgrowth of an
extended state tail in the energy gap.50,51 Therefore, the DOS
is more appropriately described by the Gaussian or exponential
distribution. Further, the Gaussian disorder model (GDM) was
proposed to understand the charge carrier transport in dis-
ordered organic semiconductors, which gives the Gaussian
density-of-state function, g(E), as follows:

g Eð Þ ¼ N0ffiffiffiffiffiffiffiffi
2ps

p exp �E2

2s2

� �
(6)

where N0 is the density of states per unit volume, which is
generally considered the density of the molecule, and s is the
width of the distribution. The extended states tailing from the

Gaussian-distributed DOS are incapable of accurately defining
clear bandgap and sharp band edges. Therefore, the energy gap
is defined as the energy difference between HOMOonset and
LUMOonset (Fig. 6(c)). Further details on determining the band-
gap of disordered semiconductors can be found in previous
studies.50,52,53

In PSCs, to locate the band edges at the interface, Chatterjee
et al. used scanning tunneling microscopy, i.e., they recorded
the tunneling current versus tip voltage of ultra-thin films of
layers of PSCs subsequently coated over n-type silicon sub-
strates. The differential conductance (dI/dV) of the thin films
was calculated from the obtained data, which corresponds to
the DOS. The spectra in Fig. 7 show the positive and negative
voltages, denoted as the CB and VB levels, respectively,
obtained with respect to the Fermi level. Further, the difference
in the valence and conduction band levels (transport gap) is
slightly lower than the optical bandgap due to trap states,
which contributes to the tunneling current.54 Moreover, the
surface oxide states of the transport layer nanoparticles can be
modified by ligands (silanes or thiols), which can alter the
valence and conduction band edge levels by altering the density
of states.55

Photoelectron yield spectroscopy (PYS) can also be further
used to determine the work function of the transport layers.
Teo et al. tailored the work function of an NiOx layer with
lanthanum doping, which could alter the density of states
owing to changes in the valence and conduction band levels.56

It should also be noted that the lattice mismatch at the transport
layer/perovskite influences the charge dynamics. Hu et al.57

conducted a first-principles study on the SnO2/CsPbI2Br hetero-
junction and showed that the SnO2(110) surface is well-matched
with the CsPbI2Br (100) surface due to their mismatch of 6.4%.
The DOS at the interface was different from that in the bulk

Fig. 7 (a) Differential conductance (dI/dV) plots of NiO, Cu@NiO, Cu2O, MAPbI3, and PCBM thin films. VB and CB edges of the materials and HOMO and
LUMO levels of PCBM with respect to the Fermi energy are marked with vertical continuous and broken straight bars in the positive and negative voltage
regions, respectively. (b) Schematic energy level diagram of Cu2O/MAPbI3/PCBM heterojunction. The dashed line represents the Fermi energy after
contact.54 Reprinted with permission from (J. Phys. Chem. C, 2016, 120, 1428–1437). Copyright (2016), the American Chemical Society.
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because of the corresponding variation in electronic states at the
interface. Therefore, it should be noted that the DOS in PSCs
depends on not only the bulk of the subsequent layers but also
the interface; however, it can be tuned by controlled doping to
adjust the band offsets and achieve a high VOC.

4. Electron transport layer (ETL)

The bandgap and band alignment of the ETLs control and guide
the electron transfer at the ETL/perovskite interface. ETLs, in the
form of wide bandgap n-type semiconductors transparent to
visible light, absorb in the UV wavelength range.58 Moreover,
they allow full visible radiance to strike the perovskite absorber,
but this may not be true in inverted device architectures where
light strikes through the hole transport layer (HTL) and trans-
parent conducting substrates.59 Typically, the bandgap values of
the ETLs are higher than the perovskite absorbers utilized to
fabricate PCSs. Therefore, the CB edge of the ETL should be at a
lower potential than that of the perovskite absorber to guide the
electrons through the ETL and reduce the leakage of excited
charges in the opposite direction. In the n-type structure, the
Fermi levels of the ETLs are close to the CB; hence, the prob-
ability of the VB electron movement from the perovskite to ETL
is close to zero, and hence negligible (Fig. 8). Therefore, variety of
ETLs has been explored to control the recombination process
and accelerate the charge carrier recombination dynamics in
search of efficient and stable photovoltaic performances. In this
section, we discuss the important characteristics of various
inorganic ETLs and their outstanding development in delivering
excellent PCEs when combined with perovskite absorbers.

4.1. Inorganic ETLS

Inorganic ETLs, which are engineered into nanostructures for
exploiting the nano-regime physical properties, increase the

junction interface. Therefore, oxides of various metals such as
titanium (Ti), tin (Sn), zinc (Zn), tungsten (W), barium (Ba),
strontium (Sr), aluminium (Al), iron (Fe), and indium (In) have
been explored for their performance as ETLs in PSCs.60–64 The
band structures of several persuasive inorganic ETLs are sum-
marized in Fig. 9. The appearance of inorganic ETLs in various
crystalline polymorphs and their ability to tailor the charge
transfer dynamics are of special interest to the PV community.
The objective is to look for cost-effective inorganic ETLs proces-
sible under ambient conditions. Furthermore, the ETLs can act as
a prominent template for the overlaying perovskite layer in PSCs
after engineering their phases and crystallinity. The synthesis,
characterization, and significance of a few critical inorganic ETLs
employed in PSCs are thoroughly discussed in this section.

4.1.1. Titanium dioxide (TiO2). TiO2 is one of the fascina-
ting electron transport materials widely used in the fabrication
of PSCs due to its low processing cost, chemical stability, and
non-toxic nature. Titanium oxide has several allotropic forms
categorized as TiO2 and TinO2n�1 with different crystal struc-
tures, namely, monoclinic, triclinic, tetragonal, orthorhombic,
rhombohedral, and hexagonal.65,66 However, its most well-
known forms are anatase (tetragonal structure, I41/amd space
group), brookite (orthorhombic structure, Pbca space group),
and rutile (tetragonal structure, P42/mnm space group), which
are composed of a TiO6 octahedral network through shared
oxygen at the corners. The TiO6 octahedra share both the
corners and the edges to form the rutile and brookite-type
crystal structures, but the sharing of only edges results in the
formation of an anatase crystal structure. The chains of the
edge-shared distorted TiO6 octahedra run parallel to the c-axis
and deliver the brookite phase. These distinct crystalline forms
influence the electronic and electrochemical properties of TiO2

nanostructures,67–72 and hence play a crucial role in the per-
formance of PSCs. In the nanocrystalline form, the anatase,
brookite, and rutile phases are the most thermodynamically
stable at crystalline dimensions of r11 nm, between 11 to
35 nm, and Z35 nm, respectively.73 Nevertheless, the synthesis
of the brookite phase is most challenging because of its
metastable nature.74,75 Owing to the ease of processing of the
anatase and rutile phases, they are more widely utilized than
the brookite phase in solar cells.76–78

The wide adaptability of TiO2 as photoanodes in DSSCs has
promoted it as an interesting ETL material in PSCs.79,80 TiO2,
which is an n-type wide bandgap semiconductor (i.e., Eg =
3.2 eV with CB edge level at �4.2 eV and VB edge level at
�7.0 eV), is one of the most transparent materials to visible
light and offers electronically favourable band edge alignment
with most of the known perovskite absorbers. Usually, a com-
pact TiO2 film is used as the hole-blocking layer in PSCs.
Various thin film growth techniques, namely, spin coating,81

aerogel-assisted coating,82 electrospinning,83 sputtering,84

atomic layer deposition (ALD),85 hydrothermal growth,86,87

spray coating,88 and template-based synthesis,82 have been
employed for the synthesis of good-quality TiO2 transport
layers. However, hydrothermal synthesis is an attractive process
for obtaining hierarchical nanostructures such as nano-dendrites,

Fig. 8 Schematic depicting the path of a photogenerated electron from
the perovskite light absorber to the external circuit. (CBM: conduction
band minimum and VBM: valence band maximum.)
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which offer dual functions of significant light trapping and
efficient electron collection (Fig. 10).89 The 3D morphology effi-
ciently extracts the photoelectrons from the perovskite absorber
(i.e., MAPbI3) and reduces the electron transport length in the
matrix to surmount the obstacle of short electron diffusion
length. Further, finite difference time domain (FDTD) simula-
tions revealed that the electron transport pathway in PSCs
consisting of branched nano-dendrites assists in the photoelec-
tron collection near the spiro-MeOTAD layer due to absorption
of long-wavelength light. Moreover, the surface passivation
of the 1D TiO2 nanorods by atomically deposited TiO2 nano-
particles offers excellent charge separation, controlling the
back-flow reaction of the electrons excited from the perovskite
absorber. This facilitates a low recombination rate with a
conversion efficiency of 13.45%.90 The secondary oxidation
treatments at higher temperatures always contribute to the
presence of defects/impurities (i.e., residual carbon) and changing
the band alignment at the interface. The impurities serve as
unproductive quenching sites or charge recombination centres,
effectively trapping the photogenerated electrons at the interface of
the TiO2 ETL and perovskite absorber, thereby curtailing the
dramatically injected electron yield. However, the formation of
defects or impurities was eliminated via UV-O3 treatment without
compromising the density of oxygen vacancies to gain competitive
efficiency from the amorphous ALD-grown TiO2 (i.e., 9.97%) and
compact TiO2 (i.e., 16.9%) ETLs.91,92 Moreover, the uneven block-
ing layer of TiO2 nanoparticles between the valleys and plateaus of
F-doped SnO2 induced unidentical electron transportation, and
thereby the poor charge collection reduced the performance of the
corresponding PSCs.93

Dharani et al.94 introduced electrospun TiO2 nanofibers as a
photoanode, enabling a greater loading of perovskite materials
and also lowering the trap-assisted recombination. Despite the

more open structure and porous arrangement of the nano-
fibers, the poor PbI2 conversion in CH3NH3PbI3 was reported to

Fig. 9 Schematic showing the band structures and the band alignment of various inorganic ETLs with a perovskite absorber.

Fig. 10 Cross-sectional SEM images of (a) TiO2 nanodendrites and
(b) solar cell architecture comprised of TiO2 nanodendrites. (c) Schematic
of the FDTD simulation cells for perovskite–TiO2 nanodendrites. FDTD-
simulated EM energy density distribution in PSC after continuous electro-
magnetic waves passing through the perovskite–TiO2 nanodendrites with
wavelengths of (d) 450 nm and (e) 650 nm.89
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impede the device efficiency.95 The tapered nanocones of rutile
TiO2 oriented in the [002] direction exhibited superior effi-
ciency than nanorods, irrespective of the variation in their
length (Fig. 11).96 The suppressed charge recombination due
to the faster electron injection rate of the TiO2 nanocones was
beneficial for the charge separation at their interfaces with
CH3NH3PbI3, resulting in an enhancement in the efficiency.
The two possible factors responsible for the faster electron
transfer from the perovskite to nanocones are as follows:
(i) larger surface to volume ratio of the nanocones improving
the change separation and (ii) decreased distribution of elec-
trostatic potential for p–n junction, generating an electric field
along the axial direction, which enabled enhanced electron
transportation, while minimizing its trapping. Specifically, the
driving force for the injection of electrons into the TiO2

nanocone ETL and transport along the axial direction for the
nanocone/perovskite systems was absent in the nanorods
(Fig. 11(d)), which led to faster electron transfer from the
perovskite to TiO2 nanocones, suppressing the charge recom-
bination. Likewise, highly ordered anti-reflecting titania nano-
tubes served as nanocontainers and ETL in CH3NH3PbI3 PSCs
and facilitated efficient charge collection/extraction, delivering
an efficiency of 14.8% despite the relatively lower loading of
CH3NH3PbI3.

60

It was shown by Xiao et al.97 that nanoporous submicron
TiO2 spheres with high specific surface area ensure higher light
scattering effect and better contact with the perovskite through
infiltration, which caused higher light absorption and faster
charge transport, respectively, delivering excellent stability
against atmospheric moisture when the PSCs with 14.3%
efficiency were exposed to the air. Similarly, the smaller leakage
current and reduced transport resistance of opal-like meso-
scopic TiO2 ensued a high (18.2%) efficiency.98 Further, as
shown by Thambidurai et al.,99 interface modification of a
mesoporous TiO2 ETL by (OH)2 uplifted the conduction band
of TiO2, leading to better energy level alignment with the

perovskite, thereby enhancing the optical absorption, reducing
the carrier recombination, and rendering excellent electron
transportation. Together, they led to a high PCE of 17.5%.
The passivation of the perovskite/TiO2 interface using poly(vinyl-
carbazole) (PVCz) and PCBM is a versatile and rational method to
gain a PCE of around 21.1%. The PVCz-assisted homogeneous
dispersion of PCBM in the mesoporous TiO2 layer also prevented
elution after the formation of the perovskite layer. The interface
modification induced efficient charge transport to the TiO2 ETL
and efficiently reduced the carrier recombination at the ETL/
perovskite interface.100 Moreover, the introduction of a sodium
sulfate (Na2SO4) passivation layer at the interface of the TiO2 ETL
and perovskite delivered an efficiency of 18.75%.101

Recently, Wang et al.102 introduced the interface modifica-
tion of TiO2/perovskite by CsAc to reduce the interface defect
density and the related carrier recombination. Even though the
CsAc improved the affinity of the perovskite precursor to form a
compact and highly crystalline perovskite layer by decreasing
the Gibbs free energy for heterogeneous nucleation, the carbon
as an HTL may have restricted the efficiency to 13.8%. Likewise,
a robust and simple acid-treatment strategy was introduced
to produce an amorphous TiO2 buffer layer above the anatase
TiO2 surface as an ETL.103 The acid treatment weakened the
bonding of the zigzag octahedral chains in TiO2 and formed an
amorphous buffer layer by shortening the staggered octa-
hedron chains. This led to the formation of oxygen vacancies
in the amorphous TiO2 ETL, and hence increased electron
density, efficiently transferring electrons from the perovskite
to ETL layer. Modification of the interlayer between the TiO2

and perovskite layers by introducing air-stable n-type DMBI-
doped PCBM was shown to significantly diminish the energy
level offset at the interface, thereby delivering an efficiency of
20.1%.104

Nanocomposites of TiO2 have also been explored to ensure
the higher performance of PSCs based on them. Indeed, it was
found that the PCE of 15% achieved using a TiO2/graphene

Fig. 11 (a) Low-magnification TEM image of TiO2 nanocones. Electric potential contours for n-type (b) nanorod and (c) nanocone in the p-type matrix
and (d) scheme of electron injection from perovskite to TiO2 and transport within TiO2. Note: er

� represents electron injection along the radial direction
and ez

� along the axial direction.96 Reprinted with permission from (Nano Energy, 2015, 11, 409–418). Copyright (2015), Elsevier.
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nanocomposite29 further improved after replacing graphene
with single-walled carbon nanotubes (SWCNTs).105 However,
the increased number of recombination sites due to higher
loading of SWCNTs adversely affected the performance features.
The composite of phosphotungstic acid (PW12) and TiO2 ETL
down-shifted the conduction band edge and led to a well-
aligned interface with the perovskite for excellent electron
excitation.106 Besides, metal oxides were also used as a sub-
stitute of carbon materials to form nanocomposites with TiO2,
but were found to be relatively inefficient as ETLs due to the
inhibited recombination rate offered by impure phase for-
mation.107 Therefore, Y,108 Ga,109 Zr,110 and Ru111 doped and
Zr/N112 and Er–Yb,113 co-doped TiO2 nanostructures have also
been explored as ETLs to achieve longer carrier lifetimes and
higher charge density at the ETL/perovskite interface. More-
over, hydrogen114 and cadmium115 have been utilized to alter
the recombination resistance and charge carrier density of TiO2

to further increase the collection efficiency. An Nb-doped TiO2

ETL covered with an over-layer of TiO2 nanorods was shown to
reduce the interface transport resistance and capacitance,
thereby delivering an efficiency of 18.88% due to electron
injection from the CB of perovskite to Nb–TiO2.

116

Sung et al.117 doped a TiO2 ETL with Na2S in search of
interface defect passivation and improved conductivity. The Na
cations and S anions were observed to improve the conductivity
and change the wettability of the TiO2 layers, respectively. This
was noted to improve the crystallinity of the perovskite layers
and passivate defects at the ELT/perovskite interface. Recently,
various anions of TFSI�, Cl�, F�, and CO3

2� of Li salts have
been explored as ETLs for PSCs.118 The first three anions of Li
salts remain doped in TiO2 to improve the electrical properties
by one-order enhancement in electron mobility and reduced
electron trap density of Li-doped TiO2 ETLs. Conversely, the
stronger chemical bonding between Li2CO3 and TiO2 exhibits
the deepest conduction band and delivers the maximum effi-
ciency of over 25%. The high temperature firing at B450 1C
required to gain the crystalline phase of pristine or doped TiO2

nanostructures restricts the processing of the ETLs over plastic
substrates. Alternatively, low-temperature processing to protect
the plastic substrate, while gaining the desired crystalline
phase of TiO2 has been attempted to fabricate flexible PSCs.
The plasma-enhanced atomic layer deposition of a compact
TiO2 layer at 80 1C on ITO-coated PEN flexible substrates119 and
E-beam evaporation of TiO2 on PET substrates120 have been
found to be effective to fabricate wearable power devices,
achieving a PCE of 13%. However, physical deposition meth-
ods, such as ALD,119 e-beam evaporation120 and sputtering,121

are complex and demand high energy consumption to create a
vacuum. Therefore, the use of solution methods such as spin
coating122 and solution dispersion123 on flexible substrates was
also attempted, but the PCE was limited to 10%. Consequently,
further optimization of the solution-based processes at low
temperature to gain dense and compact TiO2 ETLs is essential
to improve the PCE.

4.1.2. Tin oxide (SnO2). Tin oxide can be synthesized in
various chemical forms (i.e., SnO2, SnO, Sn2O3, and Sn3O4) and

crystalline phase forms (i.e., orthorhombic, tetragonal, cubic, and
triclinic crystals).65 Most importantly, being chemically stable,
UV-resistant, and low-temperature processible (o200 1C), SnO2

also supports high bulk electron mobility (i.e., 240 cm2 V�1 s�1),
wide bandgap (i.e., 3.6–4.0 eV), and visible transparency.124 Thus,
considering its higher charge mobility and extended UV stability, it
can potentially dethrone the lower charge mobility ETLs such as
TiO2. Recently, SnO2 nanocrystalline films have been identified as
both technically viable ETLs and antireflection films.125 Various
synthetic techniques such as ALD,126 chemical bath deposition,127

electrochemical deposition,128 pulsed laser deposition (PLD),129

e-beam evaporation,130 and spray coating131,132 have also been
used to synthesize compact, uniform, and well-defined morpho-
logies of SnO2 ETLs. However, the solution processing of salts such
as SnCl2, SnCl4, SnCl2�2H2O, and SnCl4�5H2O, followed by thermal
decomposition,125 is the most widely employed technique due to
its easy scalability as an industrial tool to render well-defined
morphologies of ETLs for PCSs. Moreover, the uniform layers of
SnO2 nanoparticles easily realized by an automated spray coating
technique at lower processing temperature over 15 cm2 active area
was shown to deliver an improved charge-lifetime at the ETL/
perovskite interface and stable performance under self-life test for
1000 h.132

A thin layer of SnO2 nanoparticles as the ETL delivered an
efficiency of 21% in planar-structure PSCs,133 but the develop-
ment of PbI2, a p-type material at the interface, led to a higher
hole transfer rate than electron transfer rate. The reduced
barrier at the perovskite/spiro-OMeTAD interface and passiva-
tion of the surface or grain boundary defects by PbI2 were found
to control the device performance. Moreover, SnO2 was also
studied with ZnO nanostructures to improve the PCE perfor-
mance, where a hollow domed SnO2 nanotube array was grown
over ZnO nanorods as a sacrificial template (Fig. 12), but the
PCE was still restricted to 12.1%, which could be due to
sluggish electron transport from the hierarchical thicker shell
layer of SnO2 nanotubes, providing pinholes.134 The pinholes
caused surface current leakage and compromised the charge
recombination processes at the interface. Therefore, the pre-
paration of a smooth and compact bilayer structure of SnO2

nanoparticles by filling the pin-holes reduced the oxygen-
deficient regions, improved crystallinity, and downsized the
dislocations, facilitating its efficacy as an ETL for PSCs. Indeed,
the bilayer SnO2 structure delivered a PCE of 16.84% due to
the lowered electron trap density, enormously reduced contact
resistance, and charge accumulation at the ETL/perovskite
interface.135

Surface treatments with aqueous solutions of salts such as
TiCl4 have been explored to significantly retard the recombina-
tion process of SnO2.

136 However, the inclusion of conducting
materials in SnO2 ETLs provides a better interface with the
perovskite and control over the recombination process, and
thus more attractive in the search for improved PCEs. The
addition of a small amount of graphene quantum dots was
shown to enrich the electronic properties of SnO2, thereby
aiding the delivery of a steady-state PCE of 20.23% with very
little hysteresis via controlled electron transfer from graphene.137
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The photogenerated electrons from graphene effectively fill the
electron traps and improve the electron density in the conduction
band (CB) of SnO2, which collectively accounts for the reduced
work function and improved conductivity of SnO2. The reduced
electron trap density and increased conductivity of the ETLs
facilitated an enhancement in the electron extraction efficiency
and reduced recombination at the ETL/perovskite interface.
Further, the addition of graphene to mesoporous SnO2 micro-
spheres resulted in a relatively reduced charge transfer resis-
tance (i.e., faster electron extraction) and larger recombination
resistance than the pristine SnO2, consequently leading to the
least interface potential loss and PCE of 17.08%.131 Likewise,
the inclusion of carbon nanotubes substantially increased the

conductivity of the SnO2 ETL by lowering the defect density,
which improved the electron extraction and transport. This
reduced the electron accumulation at the ETL/perovskite inter-
face and significantly enhanced the PCE to 20.33%.138

Recently, Yoo et al.139 introduced a holistic approach to
improve the performance of PSCs by virtue of charge carrier
management. The SnOx ETL was developed with an ideal film
coverage and thickness by tuning the chemical bath deposition
protocol. Further, the decoupling of the passivation strategy
between the bulk and the interface minimized the bandgap
barrier and improved the charge carrier properties. Although
control of the pH from most acidic (i.e., 1) to 6 delivered thin
uniform films to a distinct nanorod morphology, where the

Fig. 12 (a) TEM images of time-dependent growth of SnO2-DNTs under reaction time of (i) 15, (ii) 30, (iii) 60, and (iv) 90 min. (b) Spin-coated perovskite
films over SnO2-DNT/FTO/glass substrates at different reaction times. Schematic growth mechanism of (c) ZnO nanorods covered with discontinuous
SnO2 nanoparticles, (d) OH� ions as by-product of SnO2 can etch the ZnO nanorods, and (e) SnO2-DNT@ZnO nanorods. (f) Fabrication scheme of PSCs
and (g) corresponding cross section of SnO2-DNTs and SnO2-DNT/perovskite/P3HT/Au device. The scale in black indicates 500 nm.134 Reprinted with
permission from (Chem. Eng. J., 2017, 325, 378–385). Copyright (2017), Elsevier.
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lower film coverage at the most acidic pH caused interfacial
recombination, and the oxygen site defects at pH 4 3 reduced
the carrier lifetime by increasing the non-radiative recombination.
The magic reaction at pH 1.5 exhibited ideal film coverage,
morphology, and chemical composition and delivered a certified
PCE of 25.2%. A high FF of 84.8% was identified to be responsible
for the enhanced PCE, which improved the carrier mobility in the
CH3NH3PbBr3 active layer and excellent charge collection with the
least parasitic losses from shunt/series resistances. Thus, the close
association of charge carrier management with the FF and the
VOC can direct the improved performances of PSCs to reach the
theoretical efficiency limit. Moreover, the resistance gradient
across the edge and centre of the thin film influences the free
carrier mobility to a considerable extent.140 Hence, the realiza-
tion of a uniform film with the controlled agglomeration of
grains, which is feasible by adopting the rastering of multiple
spray nozzles, can render an excellent ETL for PSCs.

Besides these efforts, doping strategies have been consi-
dered to improve the electron charge transfer, lower the charge
recombination, and reduce the contact resistance at the SnO2/
perovskite interface. The downward shift of the CB or Fermi
level and enhanced conductivity of the SnO2 ETL after Li,61

Mo,141 Mg,142 Cl,143 Er,144 KF,145 TaCl5,
146 Zr/F,147 and

NH4Cl,
148 doping expedited the injection and transfer of elec-

trons, increased the offsets of the doped ETLS/perovskite layers,
and inhibited the charge recombination at the interface. Yang
et al.149 explored a Y-doped SnO2 ETL in search of efficient
PSCs. The Y-doping promoted the homogeneous distribution of
well-aligned SnO2 nanosheets, which allowed better infiltration
in and contact with the perovskite and improved electron
transfer from the perovskite to SnO2 nanosheet ETL. Moreover,
after Y-doping, the uplifted band levels resulted in better energy
level alignment and reduced charge recombination at the
Y-SnO2/perovskite interface. Moreover, the optimized 5 mol%
doping of Nb in SnO2 created better surface coverage with
perovskite and yielded a PCE of 20.5% due to the reduced
recombination centres and enhanced electron extraction at the
interfacial contact.150 The Cl-capping uplifted the band levels of
the SnO2 nanoparticle ETL and suppressed the non-radiative
recombination with faster transfer of charge carriers. Moreover,
Cl-capping created a hydrophobic surface for SnO2, which
reduced the trap density and suppressed the interfacial recom-
bination of charges by dramatically increasing the grain size
and crystallinity of the perovskites, delivering the hysteresis-
free PCE of 18.1%.151 In another study, nitrogen-doped graphene
oxide (NGO) was introduced as an oxidizing agent for SnO2 to
control the oxygen defects. The altered oxidation state from Sn2+ to
Sn4+ reduced the oxygen vacancies in SnO2 in the composite of
NGO–SnO2 and efficiently extracted the charges and reduced the
carrier recombination, thereby delivering a PCE of 16.55%.152

Likewise, diluted CdS quantum dots improved the carrier mobility
of SnO2 and delivered a PCE of 20.78% by accelerating the charge
extraction at the modified interface.153

Xia et al.154 introduced the zwitterion sulfamic acid (+H3N–
SO3

�) between the SnO2 ETL and the perovskite layer, in which
the interfacial chemical bridge formed through the coordination

bond via –SO3
� anions and electrostatic interactions via –NH3

+,
remedying the oxygen vacancies of SnO2 and passivating the
charged defects of the perovskites, respectively. This dipole align-
ment passivated the interfacial defects and offered barrier-free
efficient charge transfer between SnO2 and perovskites, leading to
a PCE of 20.4%. Recently, the bi-directional functionalization via
–NH2 groups resulted in a PCE of 20.25%.155 The chemical
interface of –NH2 groups expedited the charge transfer in the
ETL and reduced the trap-state density in the perovskite.

Tu et al.156 introduced the effect of molecular doping in an
SnO2 ETL on the overall performance of PSCs. The triphenyl-
phosphine oxide (TPPO) molecule adopted n-type doping in
SnO2 to realize electron transfer from the R3P

+–O�s bond to
the peripheral Sn atoms rather than the atoms directly inter-
acting at the surface, which produced delocalized electrons at
the surface, leading to a reduced work function and increased
conductivity (Fig. 13). Moreover, the significantly reduced
energy barrier (i.e., 0.55 to 0.39 eV) after TPPO doping assisted
the electron transfer and faded the charge accumulation at the
interface, delivering a PCE of 20.69%. Similarly, graphdiyne
doping in SnO2 was employed to precisely engineer the inter-
face due to heterogeneous perovskite nucleation, reducing the
grain boundaries and defect density and leading to favourable
C–O s bond formation and band alignment. Consequently, this
reduced the interfacial recombination and delivered a PCE of
20.74%.157 In the future, molecular doping in the ETL can lead
to achieving an excellent efficiency in PSCs, but the strong
reducibility and stability under ambient conditions need be
inspected thoroughly. Similarly, modulation of the perovskite
crystallization process needs to be explored deeply to gain a
deeper understanding of the process of realizing highly stable
and crystalline perovskite films. Recently, it was shown that a
Ti3C2Tx quantum dot-modified SnO2 ETL delivered a steady-state
PCE of 23.3% with excellent charge extraction efficiency.158

4.1.3. Zinc Oxide (ZnO). Zinc oxide, an n-type semiconduc-
tor, offers high crystallinity at low processing temperature and
favourable band alignment with hybrid perovskite. A direct band-
gap of 3.2 eV, electron mobility of 205–300 cm2 V�1 s�1, and
electron diffusion co-efficient of 1.7 � 10�4 cm2 s�1 are the other
major characteristics of ZnO, attracting researchers to explore it as
a potential ETL to improve the performance of PSCs.159–164

Various methods have been widely explored to process and coat
ZnO films under an ambient atmosphere, and each method
provides a unique way of controlling the structure, electronic
properties, and surface defects,165,166 which strongly affect the
charge carrier transfer at the ZnO/perovskite interfaces. Further-
more, various morphologies (nanorods, nanosheets, monolayers,
and nano-flowers, etc.) of ZnO have been explored to improve the
charge carrier collection efficiency at this interface. A simple and
cost-effective approach to process the ZnO hole-blocking layer is
repeated spin coating of a mixed solution of ethanol and zinc
acetate as a precursor with intermediate drying to achieve the
desired thickness. Son et al.167 introduced the solution-immersion
method for the preparation of one-dimensional (1D) ZnO nanor-
ods as an ETL in PSCs, which resulted in fast charge collection
efficiency, leading to improved efficiency compared to that of TiO2
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nanorods as the ETL. The single-crystalline 1D ZnO nanorods
offered smooth charge transfer across the ZnO/perovskite inter-
face due to the internal electric field along the c-axis, i.e.,
common growth direction for ZnO nanorods and absence of
grain boundaries.168 The compact and uniform planar ZnO
films indeed delivered relatively high-efficiency solar cells.

Tseng et al.169 produced uniform ZnO films using RF
sputtering under pure Ar and Ar + O2 working gas to tune the
surface electronic properties, which resulted in downshifting
of the band structure, improving the electron injection and
rendering an efficiency of B16% combined with methylammo-
nium lead iodide (i.e., MAPbI). However, given that the high-
energy ions used during sputtering damage the substrate and
deteriorate the ZnO film quality, ALD has been utilized to
obtain high-quality ZnO films.170 The optimized thickness of
30 nm for ALD-grown ZnO films attained a high VOC (i.e., 0.97 V),
FF (i.e., 48%), and JSC (i.e., 14.15 mA cm�2) of the PSCs. This study
revealed a better excitation dissociation rate at the ZnO/perovskite
interface, hinging on the exciton lifetime and photo-induced
absorption strength. Nevertheless, an increase in thickness beyond
30 nm caused a high series resistance, and the performance of the
PSCs decreased. Besides, the spray coating technique was also
explored for the mass production of planar ZnO films over a larger

area.171 Hydrothermally grown 1D hexagonal ZnO nanorods exhib-
ited high charge conduction due to their sparsely populated
conduction band and showed a good agreement between the
experimentally measured JSC and integrated current density calcu-
lated from the external quantum efficiency.167

The two major drawbacks of ZnO ETLs are the severe charge
recombination at the ZnO/perovskite interface due to the high-
density of surface defect states and their poor chemical stability
due to the presence of hydroxyl groups and organic residue on
the surface of ZnO, which deteriorate cell efficiency. Notably,
the presence of volatile organic residue on the surface of ZnO
enables the penetration of atmospheric water/oxygen at the ZnO/
perovskite interface and degrades the perovskite, leading to
the operational instability of PSCs.44 Thus, this has stimulated
researchers to investigate other possibilities of ZnO surface
control to overcome the interface stability. The chemical
behavior of the ZnO surface, which is basic in nature, is
responsible for the deprotonation of the methylammonium
cation to form methylamine through an acid–base reaction,
which causes the perovskite to undergo thermal decomposi-
tion even in the absence of hydroxyl groups and residual
organic ligand at the ZnO surface.172,173 Density functional
theory (DFT) calculations for the geometry optimization of the

Fig. 13 (a) Surface contact angle of SnO2, TPPO-doped SnO2, and acetonitrile treated SnO2 on ITO substrate; the oxygen atom of TPPO tetrahedral
molecule connection with Sn atom leaving other three ends facing upward delivered larger contact angle; (b) the side view of the relaxed model of TPPO
absorbed SnO2(110) surface; charge density difference (Dr) of TPPO on SnO2(110) surface was evaluated at isovalue of 1.2 � 10�4 |e| Å�3; (c) blue
indicates electron depletion, and (d) yellow indicates electron accumulation; (e) top view of charge density difference (Dr) of TPPO absorbed on
SnO2(110), electron gain is indicated by yellow.156 Reprinted with permission from (Adv. Mater., 2019, 31, 1805944). Copyright (2019) John Wiley & Sons.
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ZnO/perovskite structure revealed that the deprotonation of
the methylammonium ion (Fig. 14) is a constructive guide to
develop PSCs capable of withstanding harsh temperature
conditions.

Moreover, creative strategies such as doping and surface
passivation of ZnO have been effectively used in search of its
excellent performance as an ETL in PSCs. Both planar and
nanostructured ZnO ETLs were doped with elements such as
Mg,174–176 Al,177–179 I,180 and Sn181 to develop low defect sites,
larger surface area, and rapid electron extraction, which are
some of the prerequisites for efficient ETLs. Besides, recently,
the ZnO surface was modified with methylammonium chloride
(MACl),182 carbon nanotubes (CNTs),183 and ethylene diamine
tetraacetic acid (EDTA)184 to eliminate the deprotonation ability
and enhanced stability of the ZnO/perovskite interface was
achieved.

Separately, the most widely studied optoelectronic material,
aluminium-doped ZnO (i.e., AZO), has been proposed as an ETL
and transparent conducting electrode in PSCs, which also
improves the thermal stability by decreasing the Lewis acid–
base chemical reaction at the ZnO/perovskite interface.179

A monolayer of Cs and Li-doped ZnO as the ETL in a PSC
delivered a PCE of 18%, which is comparable to that of the well-
accepted TiO2. This is attributed to the increased electron
density due to the decrease in trap density by reducing the
oxygen vacancies at the ZnO surface.185 The doping of iodine
facilitated the dense growth of ZnO:I nanopillars and led to a
matching work function between the ETL and perovskite,
which resulted in a PCE of around 18%.180 The doping of
ZnO174 is a common and effective approach to fine-tune the
position of the Fermi level (EF) and band structure and increase
the conductivity to avoid interface charge recombination by
achieving an optimized CB edge difference between ZnO and
perovskite. Alternatively, the surface passivation strategy helps
to enhance the thermal stability during annealing,186 improve
the morphology of the perovskite layer,187 and reduce the
back electron transfer and charge recombination.168 ZnO ETLs
passivated with thin layers of MgO,62 TiO2,

186 Zn2SnO4,
188

Nb2O5,
187 SnO2,

168 etc. were used to limit the degradation of
the perovskite absorber due to the surface defects of ZnO at the
perovskite/ZnO interface. The well-optimized passivation of
ZnO with TiO2 using the wet chemical approach of layer-by-
layer absorption and reaction (LBLAR) method189 achieved an
efficiency of B13.5% with better long-term stability compared
to unpassivated ZnO nanorods (Fig. 15).186

Overall, the degradation and thermal decomposition of
perovskite due to the ZnO surface hinder the long-term stability
and outdoor applications of ZnO-based PSC devices. Therefore,
more efforts by the broader research community are required to
search for novel ways other than passivation that can stop the
deprotonation of methylammonium and also provide smooth
charge transfer across the ZnO/perovskite interface.

4.1.4. Ternary metal oxides. Ternary metal oxides with the
perovskite structures of ABO3 and A2BO4 are gaining more
attention than binary metal oxides, given that they allow better
tunability of the bandgap, work function, and conductivity by
adjusting the relative ratio of cations.190–195 BaSnO3 (BSO) is a
wide bandgap (i.e., 3.2 eV) n-type transparent semiconductor
with a perovskite structure similar to the photoactive layer.
High-temperature processed BSO led to reduced charge recom-
bination and charge transfer resistance at the BSO/perovskite
interface, delivering PCEs close to 12%.196,197 Additionally, one-
dimensional BSO nanorods showed better electron conduction
subject to direct pathways and less grain boundaries than
nanoparticles.198 Further, to gain atomic insights into the
BSO/perovskite interface, first principal DFT calculations were
performed by Guo et al.,199 revealing large interface binding
energies, favouring robust interface and charge transfer cap-
ability, which were shown to further improve with the doping
depth of La in BSO. Moreover, theoretical studies also predicted
the easy bandgap tuning of BSO by substituting La200 or Sr201 to
produce optimal band alignment for improved device

Fig. 14 Optimized geometrical structure of the ZnO ETL and CH3NH3PbI3
perovskite (upper panel). The magnified structure of deprotonated methy-
lammonium cations (lower panel) from the portion marked in the upper
panel.172 Reprinted with permission from (Chem. Mater., 2015, 27, 4229–
4236). Copyright (2015), the American Chemical Society.
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performance. Likewise, La-doping of BSO via the superoxide
colloidal solution route was shown to yield improved electron
mobility and optimal bandgap of BSO, which delivered an
efficiency close toB21% from the PSCs fabricated with a single
cation lead triiodide. Recently, Zn doping also led to improved
interfacial contact and reduced charge recombination at the
interface of BSO.202

SrTiO3 (STO), having high electron mobility and a slightly
higher conduction band than TiO2, has also been employed as
the ETL for PSCs, giving a PCE of 10%.203 This striking device
performance was ascribed to the STO/perovskite interface with
reduced charge recombination due to the high dielectric con-
stant of STO and formation of a uniform photoactive layer with
large crystals on STO, allowing complete surface coverage.204

Unfortunately, the high-temperature processing, poor average
JSC, and inadequately studied STO/perovskite interface were
limitations in the initial stage. However, Neophytou et al.205

achieved a PCE of 19% from low temperature (150 1C)-
processed STO as the ETL, which was attributed to the better
optical transparency, reduced interfacial trap state density,
improved electron transport, and efficient charge extraction.
Despite the long term stability under UV light illumination, the
conduction band edge of STO is unfavourable for the injection
of electrons from the perovskite layers. Therefore, tuning of the
CB position of STO by Nb doping, together with the removal of
SrO phase segregated on the surface of Nb-doped STO, was
shown to enable fast charge transfer at the interface, which
collectively resulted in the highest PCE of 20.2%.206 In parallel
attempts to use STO as the ETL of PSCs, a variety of

nanocomposites such as graphene/STO,207 3-D self-branching
of TiO2/STO nanoparticles,203 and Al2O3–graphene/STO

208 has
been employed to achieve the highest PCE of close to 20.6%.
Besides, BaTiO3 (BTO), a ferroelectric material, has also been
utilized as the ETL in PSCs owing to its spontaneous polariza-
tion, which drives the photo-generation of electrons to improve
the transport and charge extraction.209 The use of a meso-
porous double layer of BTO/TiO2

210 and ultrathin layer of BTO
to modify the mesoporous TiO2–perovskite interface

211 resulted
in boosted charge extraction and reduced charge recombina-
tion. Also, doped ABO3 perovskites such as Y-doped SrSnO3

212 and
La-doped SrSnO3

213 have helped to achieve an efficiency close
to 19%.

Ternary metal oxides besides the ABO3 perovskite structure
such as A2BO4 and A2B3O8 have been scarcely studied as ETLs
in PSCs. Among them, particularly, Zn2SnO4 (ZSO) is an up-and-
coming alternative to TiO2 in PSCs due to its comparable
conduction band edge, higher electron mobility, much faster
charge injection, and high electron diffusion efficiency, as
observed by time and frequency-resolved spectroscopy.214

Moreover, it provides negligible hysteresis and extraordinary
stability with acid/base and polar molecules, and also enhances
the crystallization of the perovskite layer. Its refractive index
close to FTO permits high transmittance in the visible range.
Furthermore, the use of ZSO as an ETL instead of ZnO plays a
dual role by improving the crystallization of the perovskite
without antisolvent treatment and providing increased stability
without encapsulation.215 Also, the use of ZSO/ZnO and ZSO/RGO
nanocomposites as ETLs has resulted in better transmittance,
electrical conductivity, and charge collection efficiency.216,217

Amorphous ZSO films with extreme surface uniformity delivered
an efficiency close to 20% in the presence of the FAMAPbI3
perovskite light absorber.63 In an attempt to overcome the
differences in charge diffusion lengths between the perovskite
and transport layers, a bulk heterojunction (BHJ) of a compo-
site of ZSO nanoparticles and perovskite was also explored as
the photoactive layer (Fig. 16). The enhanced charge collection
efficiency, improved morphology of the perovskite layer with
large crystal size, balanced charge carrier mobility, and
reduced trap density of BHJ films helped to achieve an
efficiency close to 21%.218 Finally, a mesoporous layer of the
Zn2Ti3O8 perovskite structure was employed as an ETL in a
PSC, resulting in a PCE of 17.2%.219

4.1.5. Scaffolding technique. The scaffolding technique
has attracted attention due to its ability to exploit the long
charge diffusion lengths of the perovskite light absorbers. The
dielectric scaffolds offer a higher level of conduction band edge
than the perovskite absorbers and prohibit the reverse electron
transport from the perovskite, increasing the VOC of PSCs.220,221

Moreover, the implementation of insulating scaffolds is possi-
ble due to the long-range balanced electron and hole diffusion
lengths of organic–inorganic perovskites. A mesoporous
metal-oxide scaffold contributed to the electron–hole diffusion
length of B41 mm in a mixed halide (CH3NH3PbI3�xClx) and
B100 nm in triiodide (CH3NH3PbI3) perovskite absorbers.222

Lee et al.220 demonstrated the use of a mesostructured

Fig. 15 SEM images of ZnO nanorods (a and c) without and (b and d) with
TiO2 passivation, depicting the top and cross sectional views, respectively.
(e) TEM and (f) HRTEM images of ZnO nanorod with TiO2 passivation. The
yellow dashed line in the HRTEM image marks the edge of the ZnO/TiO2

nanorod.186
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insulating scaffold to enhance the light absorption and photon
management. The assembly of perovskite absorbers over the
mesostructured scaffolds forced the electrons to reside in and
be transported through the perovskite, thereby being effective
in providing a better PCE. The balance between series and
shunt resistances was obtained by a thicker capping layer of
less conductive spiro-OMeTAD (i.e., B10�5 S cm�1). The self-
connected percolating network of scaffolds with a larger surface
area infiltrated the perovskite and allowed better charge trans-
port. In these scaffolds, the photo-generated electrons flow
through the perovskite absorbers to the front electrodes rather
than injecting into the oxide layer, and the holes inject into the
organic hole conductor to flow through the back contact.

Bell et al.223 systematically explored the effect of inorganic
scaffolds on the performance of PSCs, which efficiently absorb
light, generate charges, and transport electrons/holes with little
recombination losses. This approach eliminates the use of
discrete hole and electron transport media in interpenetrating
composites by introducing an ambipolar material for the

conversion of absorbed photons into collected charges and
transport of both electrons and holes. A porous Al2O3 scaffold
placed between TiO2 and the perovskite absorber supported the
charge separation and transport to deliver a PCE of 12.3%.
Moreover, the ultraviolet light instability of TiO2, due to the
surface oxygen vacancies promoting the degradation of perovskite
absorbers, was countered by introducing a mesostructured inert
Al2O3 scaffold in an organometal tri-halide PSC to form a p–i–n
heterojunction with spiro-OMeTAD HTL.25

For the efficient transfer of photogenerated electrons by the
inorganic scaffolds, the infiltration of perovskites deep inside the
scaffold is an important issue to be investigated. Hwang et al.224

controlled the size of monodispersed SiO2 nanoparticles and
observed an excellent performance at the diameter of 50 nm due
to the optimized domain size of the perovskites and stronger
optical absorption. The fragmentary infiltration of perovskites in
the scaffold with a particle diameter o50 nm restricted the
transport of electrons, whereas the needle-like growth of the
perovskite grains over the particles with a size of 450 nm

Fig. 16 Schematic of (a) device structure and (b) band diagram of bulk heterojunction (BHJ) PSCs. (c) J�V characteristics and (d) EQE spectra (with
integrated JSC) of planar heterojunction (PHJ) and BHJ PSCs, respectively.218 Reprinted with permission from (ACS Appl. Mater. Interfaces, 2019, 11,
34020–34029). Copyright (2019), the American Chemical Society.
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decreased the absorption of light due to the complex scattering
behaviour, thereby impeding the performance of PSCs. However,
the inclusion of SiO2 nanoparticles in the matrix of TiO2 formed
a mesoporous composite scaffold, which led to an increase in
photocurrent by affecting the optical properties of the meso-
porous scaffold and altering the ion migration at the perovskite
interface, providing a beneficial effect to render a PCE of
16.71%.225 Zhao et al.226 replaced the Al2O3 scaffold with a
hygroscopic polyethylene glycol (PEG) scaffold to control the
PSC performance in a highly humid environment. Even though
the hygroscopic PEG absorbs H2O and prevents the evolution of
PbI2 (i.e., degradation of perovskite) by forming a compact
moisture barrier in the vicinity of the perovskite grains, the
PCE did not exceed 15.4% for unknown reasons. Further, scaf-
fold and mesoporous transport layer combinations have been
made to enhance the charge transport synergistically and sup-
press the charge recombination at the perovskite/transport layer
interface. In these combinations of scaffolds, the ratio of scaffold
to transport layer nanoparticles is controlled to optimize the
transport processes.227 The TiO2 ETL quickly transfers the
electrons through a wide interface with the perovskite, but
the insulating Al2O3 scaffold directs the electrons to transport
entirely through the perovskite. Nevertheless, the heterogeneous
combination of Al2O3 and TiO2 directs the electrons to take easy
pathways either through the ETL or the perovskite (Fig. 17) and
renders a good PCE by engineering the difference in charge
carrier balance and ion migration. Moreover, a bilayer meso-
porous scaffold of TiO2 and Al2O3 was shown to enhance the

air-stability of ambient-processed PSCs with a PCE of 16.84%.228

The inclusion of the Al2O3 scaffold not only protected the
infiltrated perovskite from degradation due to moisture attack
but also offered stable light transmission, ensuring an adequate
yield of photo-generated charge carriers, and mitigated the
charge transportation property deterioration.

Kwon et al.229 introduced parallelized nanopillar PSCs using
anodized alumina oxide (AAO) as a scaffold. The AAO scaffold
provided control over spatial distribution, relative volume frac-
tion, and visible range transparency of the perovskite absorber.
The vertically aligned perovskite pillars terminated the shunt
currents and modulated the visible transmittance due to the
vertical electronic transport and modulated the parasitic scat-
tering because of the uneven deposition of the perovskite. The
incorporation of an MoOx buffer layer and TiO2 ETL together
with the AAO scaffold controlled the ion migration at the
perovskite interface and delivered a PCE of 9.6%.

Recently, Xu et al.230 introduced slot-die coating for the
mass production of PSCs consisting of a TiO2 ETL and ZrO2

scaffolds. Even though the infiltration mechanism in the scaf-
fold was discussed based on the Lucas-Washburn model,
further understanding of the coating parameters and their
effect on the charge transport at the interface is recommended
for the mass production of the PSCs. Quiang et al.231 explored
an Al2O3 scaffold with Li-doped SnO2 ETL to achieve an
enhanced PCE. The Li-doped ETL and scaffold inhibited the
charge recombination and prolonged the electron lifetime, but
the PCE was restricted to 10.1% due to the unfavourable
participation of the grain boundaries and bulk of the materials
in the charge transfer process.

Overall, SiO2,
224 Al2O3,

232 AAO and ZrO2
233 scaffolds have

been explored for the better infiltration of perovskites to gain
high PCEs, but most of them delivered efficiencies in the range
of 10% to 16%. Furthermore, they do not eliminate the need for
a compact hole-blocking layer or ETL to fabricate efficient PSCs.
The thickness, roughness, and porosity of the scaffolds need to
be considered for controlling the charge transport, diffusion
coefficient, and collection efficiency of PSCs.

4.1.6. Other inorganic ETLs. In addition to the well-studied
binary metal oxides such as TiO2, ZnO, and SnO2, many other
metal oxides such as WOx,

234 CeOx,
235 In2O3,

236 Nb2O5,
237 and

Fe2O3
238 have been explored as ETLs for PSCs. Cerium oxide

(CeOx) offers several benefits including wide bandgap (i.e.,
3.5 eV), high dielectric constant (e B 26),239 sufficient optical
transparency (refractive index of 2.1–2.7),240 good ionic con-
ductivity (s = 120 S cm�1 K�1),241 high thermal and chemical
stability, ease of processing, low cost, and earth abundance,
thereby qualifying as a highly promising ETL material.235,242–248

The low-temperature processing of CeOx (x = 1.81 1C at 100 1C)
with an inverted architecture and CeOx (x = 1.87 1C at 150 1C)
with a planar device architecture resulted in PCEs of 16.1%
and 17.4%, respectively.235,248 Recently, lower-temperature pro-
cessed CeOx (at 80 1C) as an ETL was shown to help realize a
PCE of 14.6%.243 The dense CeOx layers not only protect the
perovskite absorber from moisture but also act as a diffusion
barrier to prevent corrosion.248 Additionally, CeOx nanocrystals

Fig. 17 (a) Device structure composed of mesoscopic Al2O3 scaffold,
TiO2 ETL and FAPbI3�xClx perovskite. (b) ELT/scaffold (i.e., TiO2/Al2O3)
constitution variation-dependent electron transport mechanism.227 Rep-
rinted with permission from (ACS Appl. Mater. Interfaces, 2016, 8, 4608–
4615). Copyright (2016), the American Chemical Society.
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were utilized as a double ETL with PCBM242,245 and ZnO246 to
achieve the best efficiency values of 17.3% and 19.5%, respec-
tively. The improvement in PCE with double ETLs was possible
due to the decreased series resistance for charge extraction.245

CeOx, when introduced with regular ETLs (ZnO), reduces the
work function of the electron transport material (i.e., ETM) and
eliminates the interfacial barrier. The rich discrete energy levels
of CeOx also prevent the UV-induced degradation of the per-
ovskite absorber.246

Tungsten oxide (WOx) is another crucial ETM possessing
excellent chemical stability, wide bandgaps (2 to 3 eV),249–251

and high electron mobility (10 to 20 cm2 V�1 s�1).252 Mahmood
et al.253 explored 0D, 1D, and 2D nanostructures of WO3 as
ETLs for PCSs. The 2D WO3 nanosheets offered good perovskite
infiltration and fast carrier charge dynamics, thereby performing
well compared to the nanoparticle and nanorod morphologies.
However, they suffered from recombination losses at the WO3/
perovskite interface, which had to be controlled by forming
WO3–TiO2 core–shell structures. Amorphous WOx offered con-
trol over the conductivity and short circuit current, leading
to an improved PCE (B15%) at the cost of lower transmit-
tance (80% of TiO2) and VOC due to the inherent charge
recombination.234,254 Conversely, a WOx film introduced with
TiO2 as a bilayer ETL served as an antireflection coating,
rendering an enhanced JSC

255 and improved non-wettability,
which led to better crystallization of the CH3NH3PbI3 perovskite
and resulted in a PCE of B20%.256 The high-temperature
processing of amorphous WOx incorporates defects, and sub-
sequently deteriorates the performance of PSCs. On the con-
trary, ultra-low temperature (o50 1C) processing scales down
the trap densities and offers high electron mobility, thereby
yielding an efficiency of B20%.64

The higher built-in potential achieved by the a-Fe2O3 ETL/
perovskite interface led to more efficient charge extraction/
transport, reduced charge accumulation, and less charge
recombination than TiO2 ETLs.238 The solution-processed Ni-
doped (4%) a-Fe2O3 yielded an efficiency of B11% with the
CH3NH3PbI3 perovskite owing to its enhanced electrical con-
ductivity and lowered conduction band minimum, and also
exhibited good stability upon exposure to ambient air and high-
level UV irradiation.257 The effective approach of doping non-
equilibrium Ti4+ in the lattice of Fe2O3 via the quenching
process reduced the surficial oxygen vacancies and structural
defects, which act as deep trap states. These states are respon-
sible for the sluggish electron charge transfer and accumulation
of charges at the ETL/perovskite interface, delivering a PCE of
17.8%.258 The quenching approach assisted with a uniform
doping distribution and increased doping density in the bulk
lattice of Fe2O3 by suppressing the segregation of TiOx on the
surface (Fig. 18(a)). Likewise, 1D core–shell nanostructures serve
to reduce the absorber instability and increase the mobility
and recombination resistance. The core–shell structures of
ZnO/SnO2,

168 Al2O3/ZnO,
259 WO3/TiO2,

253 TiO2/MgO,260 etc. have
been explored to gain efficient electron injection and enhancing
the recombination resistance at the ETL/perovskite interface.
A thin MgO layer (large bandgap of B8 eV) coating over

mesoporous TiO2 particles increased the recombination resis-
tance through an effective charge transfer mechanism (Fig. 18(b)
and (c)), leading to a better VOC and FF (i.e., 0.89 V and 67.1%)
than that of the pristine TiO2 (i.e., 0.85 V and 71.2%), respectively.

Moreover, the well-optimized In2O3, which satisfies the
properties required for excellent ETLs such as wide bandgap
(i.e., 3.8 eV), high electron mobility (m = 10 cm2 V�1 s�1),261 high
transparency, antireflection property, and thermal stability,
offer efficient electron extraction and charge transfer, produ-
cing a stable efficiency of B14% for 31 days when In3+ was
stabilized by inhibiting hydrolysis using acetylacetone.262 The
PCE was further improved (i.e., up to 18.12%) by modifying the
In2O3/perovskite interface with a PCBM interlayer.261 The dop-
ing with Ce,263 Zr,264 and Sn265 resulted in higher electron
mobility and lower parasitic absorption in the NIR range than
that of pristine In2O3 and resulted in a PCE of above 20%.
Alternatively, Nb2O5 is a visibly transparent, air-stable, and
water-insoluble material with extensive polymorphism, and
its bandgap can be tuned by controlling the stoichiometry
and crystallinity.266,267 Kogo et al.268 first introduced Nb2O5

as an effective ETL with mesoporous Al2O3 perovskite-based
PSCs and observed a higher VOC (1.13 V) than that with TiO2.
However, the room-temperature processed amorphous Nb2O5

rendered a PCE of 17% and replaced the crystalline Nb2O5 as an
ETL in flexible PSCs.237 However, the direct e-beam-evaporated269

and spin-coated270 pristine Nb2O5 were shown to offer smooth
charge transfer by reducing the charge resistance and recombi-
nation at the interface, producing an efficiency of B19%. More-
over, 5% Zn doping further assisted in faster charge extraction
and reduced charge recombination at the Nb2O5 ETL/perovskite

Fig. 18 Schematic representation of (a) mechanism for increased doping
density in the bulk and suppressed segregation on the surface of
Ti–Fe2O3,

258 (b) charge transfer mechanism, and (c) band energy diagram
of the MgO/TiO2 core–shell nanoparticle-based PSC.260
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interface.271 The Nb2O5 passivation over TiO2 and ZnO was
shown to improve the crystallinity of the perovskite overlayer,
and thereby the stability of PSCs.187,272 Low-temperature pro-
cessed CdSe,273 CdS,274 and Bi2S3 nanocrystals are also appealing
in the foregoing context due to their corresponding smaller
interfacial barrier with suppressed charge trapping and smooth
charge transfer without accumulation at the interface.275 Besides
the above-mentioned developments to enhance the capabilities
of inorganic ETLs, plasmonic nanoparticles (such as Au and Ag
cores) have also been incorporated in inorganic ETLs to enhance
their light absorption even further and reduce the exciton
binding energy.31,276,277

Even though several inorganic materials have been demon-
strated as alternatives to the most common inorganic ETLs (i.e.,
TiO2, ZnO, and SnO2), various combinations of earth-abundant
constituent elements in terms of doping, composites, core–shell
structures, etc. need to be explored for controlled interfacial
reactions, delivering a higher PCE. Additionally, theoretical work
on new inorganic ETL materials is essential to understand the
electronic and structural properties of the interface, leading the
way for a targeted experimental approach.

4.2. Organic ETLS

Organic n-type semiconductors are promising alternatives to
metal-oxide-based ETLs due to their good thermal/chemical
stability, low-temperature processability, LUMO level matching
with the conduction band of the perovskite, etc.278–280

Additionally, organic ETLs can mend the surface defects by
coordination with lead ions and reduce the charge-trap related
recombination at the ETL/perovskite interface.278 In contrast, low-
temperature processed inorganic ETLs either require high-cost
techniques or provide non-uniform film coverage.84 Therefore,
various researchers have replaced inorganic ETLs with organic
counterparts to address these problems. Particularly, fullerene and
its derivatives, with excellent electron mobility and ability to passi-
vate the trap state on the surface of the perovskite layer, have shown
the promising possibility of utilization as ETMs.279

A [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) deriva-
tive of fullerene, a well-studied compound in organic solar
cells, has been used in low temperature-processed PSCs as an
ETL, which efficiently blocks the holes at the perovskite/PCBM
interface because of the higher VB of the perovskite than the
HOMO level for PCBM, resulting in a PCE of B12%.281

Furthermore, graphene quantum dot/PCBM nano-composite282

was shown to improve the electrical conductivity compared to
pristine PCBM. A blend of polystyrene/PCBM283 was shown to
yield smooth films together with a uniform layer of organic
ETL, which helped to enhance the charge collection. Moreover,
a blend of organic and inorganic ETLs was also explored to
govern the morphology and control the stability of the perovskite
absorber and improve the device performance. Zeng et al.284

achieved a PCE of B14% from a composite of CdSe quantum
dots with PCBM as the ETL, increasing the built-in potential at the
perovskite/ETL interface, which facilitated efficient electron–hole
pair separation and enhancement of the photocurrent.

Liu et al.285 explored thin films of organic PC61BM over
inorganic TiO2 coupled with C60 as the ETL and observed effi-
cient charge extraction at the ETL/perovskite interface (Fig. 19),

Fig. 19 (a) The device assembly of perovskite hybrid solar cells incorpo-
rated with PC61BM the electron extraction layer, (b) molecular structures
of PC61BM, water-soluble fullerene derivative (C60–Ac10) and P3HT. (c) LUMO
and HOMO energy levels of the materials used in the perovskite hybrid solar
cells.285 Reprinted with permission from (ACS Appl. Mater. Interfaces, 2015, 7,
1153–1159). Copyright (2015) American Chemical Society.

Fig. 20 Comparative study of the influential ETLs developed by year to
gain the best maximum efficiency in the last decade (collected from ISI
Web of Knowledge up to 15th August 2022).296,297,304,309,314,316
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Table 1 A brief summary of inorganic ETLs processed with various synthesis methods and their corresponding device performance parameters

S. no. Device configuration Methoda
VOC
(V)

JSC
(mA cm�2) FF

PCE
(%) Year Ref.

Titanium dioxide (TiO2)
1. FTO/LD-TiO2/FAxMA1�xPbI3�yCly/spiro-OMeTAD:Li-TFSI:TBP/Au CBD 1.174 25.43 0.831 24.81 2022 299
2. FTO/RbCl:TiO2/CH3NH3PbI3/spiro-OMeTAD/Ag DC 1.11 23.14 0.807 20.75 2022 318
3. FTO/Ta:TiO2/Cs0.05(FA0.9MA0.1)0.95PbI2.55Br0.45/spiro-OMeTAD/Au SPM 1.094 23.94 0.781 20.45 2022 319
4. FTO/c-TiO2/CH3NH3PbI3/spiro-OMeTAD/Au SC/MW 1.07 22.18 0.71 17.97 2022 320
5. FTO/c-TiO2/mp-TiO2/a-FAPbI3/OAI/spiro-OMeTAD/Au SP 1.189 26.35 0.817 25.6 2021 298
6. FTO/c-TiO2/Li2CO3–TiO2/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.171 26.17 0.825 25.28 2021 118
7. FTO/TiO2/CH3NH3PbI3/spiro-OMeTAD/Ag ALD 1.06 23.92 0.71 18.05 2021 98
8. FTO/TiO2/FAPbI3/spiro-OMeTAD/Au HT/S 1.16 24.56 0.808 22.99 2020 321
9. FTO/Nb–TiO2/(FA0.79MA0.16Cs0.05Pb(BrxI1�x)3/spiro-OMeTAD/Au) SC 1.11 24.7 0.78 21.3 2020 322
10. FTO/c-TiO2/mp-TiO2/CH3NH3PbI3/spiro-OMeTAD/Ag HT 1.11 23.42 0.74 19.39 2020 323
11. ITO/NH2–TiO2 NPs/Cs0.05(FA0.87MA0.13)0.95PbI2.55Br0.45/

spiro-OMeTAD/Au
SGS 1.20 23.15 0.767 21.33 2019 324

12. FTO/TiO2-B/(FAPbI3)1�x(MAPbBr3)x/spiro-OMeTAD/Au SC 1.05 24.94 0.72 18.83 2019 325
13. FTO/Y-TiO2/CH3NH3PbI3�xBrx/spiro-OMeTAD/Au HP 1.04 23.55 0.75 18.32 2019 108
14. FTO/c-TiO2/m-TiO2 NC-NR/Cs0.05(MA0.17FA0.83)0.95-

Pb(I0.83Br0.17)3/spiro-OMeTAD/Au
HT 1.055 22.95 0.71 17.2 2019 326

15. FTO/c-TiO2/a-SnO2/Cs0.05MA0.15FA0.85Pb(I0.85Br0.15)3/
spiro-OMeTAD/Au

SC 1.169 23.91 0.765 21.4 2018 295

16. FTO/Nb:TiO2/TiO2 NR/CH3NH3PbI3�xBrx/spiro-OMeTAD/Au HP 1.03 23.95 0.77 18.88 2018 116
17. ITO/TiO2:TOPD/PC60BM/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.10 23.11 0.802 20.3 2017 294
18. FTO/TiO2/FAxMA1�xPbI3�yBry/spiro-OMeTAD/Au SC 1.075 22.28 0.769 18.43 2016 293
19. FTO/c-TiO2/TiO2NF/CH3NH3PbI3/spiro-OMeTAD/Ag CBD 0.985 22.0 0.72 15.71 2016 327
20. FTO/TiO2/mp-TiO2 NF/CH3NH3PbI3/spiro-OMeTAD/Ag ES 0.98 20.0 0.74 15.5 2015 292
21. FTO/c-TiO2/CH3NH3PbI3�xClx/P3HT/Ag ALD 0.979 24.3 0.572 13.60 2015 328
22. FTO/graphene/TiO2/CH3NH3PbI3�xClx/spiro-OMeTAD/Au SC 1.05 21.9 0.74 15.6 2014 29
23. FTO/c-TiO2/m-TiO2/CH3NH3PbI3/spiro-OMeTAD/Au TO 1.09 21.97 0.63 15.07 2014 84
24. FTO/r-TiO2 NR/MAPbI3/spiro-OMeTAD/Au SC 0.955 15.6 0.63 9.4 2013 291
25. FTO/c-TiO2/CH3NH3PbI2Cl/spiro-OMeTAD/Ag SC 0.80 17.8 0.53 7.6 2012 220

Zinc oxide (ZnO)
26. FTO/ZnO/2-TA/Cs0.05(FA0.9MA0.1)0.95PbI2.55Br0.45/spiro-OMeTAD/Au SC 1.16 22.9 0.775 20.6 2022 306
27. FTO/AZO/CH3NH3PbI3/spiro-OMeTAD:Li-TFSI:TBP/Au ALD 1.05 23.16 0.74 18.09 2022 329
28. FTO/Mg:ZnO/CH3NH3PbI3/spiro-OMeTAD:Li-TFSI:TBP/Au ES 0.83 25.06 0.65 13.52 2022 330
29. ITO/ZnO/ZnO-Cl-Phen/FA0.9Cs0.1PbI2.7Br0.3/spiro-OMeTAD/Ag SC 1.16 22.88 0.797 21.15 2021 305
30. FTO/ZnO/ZnS/TiO2/spiro-OMeTAD/Au HT 1.12 24.07 0.77 20.6 2021 331
31. FTO/ZnO/IBA/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.12 21.93 0.75 18.84 2020 332
32. FTO/MLG/ZnO/FAxMA1�xPbI3�yBry/spiro-OMeTAD/Au SC/LPCVD 1.15 23.42 0.781 21.03 2019 303
33. FTO/ZnO–MgO–EA+/TiO2/(CsFAMA)Pb(BrI)3/

spiro-OMeTAD/Au/graphene
SC 1.12 23.86 0.789 21.08 2018 62

34. ITO/ZnO–K/CH3NH3PbI3/spiro-OMeTAD/Au SGS 1.13 23.0 0.771 19.90 2018 333
35. ITO/c-ZnO/ZnO:I/CH3NH3PbI3/spiro-OMeTAD/Ag HT 1.13 22.42 0.719 18.24 2017 180
36. ITO/AZO/CH3NH3PbI3/spiro-OMeTAD/Ag RFS 1.07 21.5 0.725 17.6 2016 177
37. ITO/Mg–ZnO/CH3NH3PbI3/spiro-OMeTAD/Ag SC 1.07 20.6 0.745 16.5 2016 175
39. PEN/ITO/ZnO/CH3NH3PbI3/PTAA/Au SP 1.10 18.7 0.75 15.6 2016 334
40. ITO/PEDOT:PSS/CH3NH3PbI3/ZnO/Ag/Al2O3-PET ALD 1.02 20.73 0.764 16.5 2015 302
41. ITO/c-ZnO/CH3NH3PbI3/spiro-OMeTAD/Ag SC 1.03 20.4 0.749 15.7 2014 301
42. FTO/c-ZnO/ZnO NR/CH3NH3PbI3/spiro-OMeTAD/Au HT 0.991 20.08 0.56 11.13 2014 167
43. FTO/ZnO/CH3NH3PbI3/spiro-OMeTAD/Au CBD 1.02 16.98 0.511 8.9 2013 300

Tin oxide (SnO2)
44. FTO/c-TiO2/Paa-QD-SnO2/FAxMA1�xPbI3�yCly/OAI/

spiro-OMeTAD/Au
SC 1.176 26.09 0.838 25.72 2022 311

45. FTO/SnO2/BA + PEAI/Cs0.05(FA0.9MA0.1)0.95PbI2.55Br0.45/
spiro-OMeTAD/MoO3/Ag

SC 1.144 25.16 0.811 23.35 2022 335

46. FTO/SnO2–LiOH/FAxMA1�xPbI3�yBry/spiro-OMeTAD:Li-TFSI:TBP/Ag SC 1.15 24.20 0.763 21.31 2022 336
47. FTO/Cl–SnO2/FAxMA1�xPbI3�yBry/spiro-OMeTAD:Li-TFSI:TBP/Au SC/DC 1.07 24.25 0.73 18.94 2022 337
48. FTO/SnO2/FAPbI3:0.38MDACl2/spiro-OMeTAD/Au SC 1.189 25.74 0.832 25.8 2021 310
49. FTO/SnO2/MA0.15FA0.85Pb(IxClyBr1�x�y)3/spiro-OMeTAD/Au CBD 1.181 25.14 0.848 25.2 2021 139
50. FTO/SnO2–K2SO4/Cs0.05(FA0.9MA0.1)0.95PbI2.55Br0.45/

spiro-OMeTAD:Li-TFSI:TBP/Ag
SC 1.2 22.89 0.771 21.18 2021 338

51. FTO/SnO2:CdS QD/CH3NH3PbI3/spiro-OMeTAD/Ag HT/SC 1.13 23.45 0.78 20.78 2021 153
52. FTO/SnO2/CH3NH3PbI3/spiro-OMeTAD/Ag SC 1.14 23.38 0.76 20.24 2021 339
53. ITO/urea-SnO2/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.13 23.51 0.76 20.25 2021 155
54. FTO/SnO2/SnO2:TaCl5/CH3NH3PbI3/spiro-OMeTAD/MoO3/Ag SC 1.08 22.56 0.75 18.23 2021 146
55. ITO/SnO2/SnO2-KF/CsPbI2Br/spiro-OMeTAD/MoO3/Ag SC 1.31 14.79 0.79 15.39 2021 145
56. FTO/SnO2:Eu/CH3NH3PbI3/spiro-OMeTAD/Au CBD 1.13 22.61 0.79 20.14 2021 144
57. FTO/SnO2 NR/Cs0.05(MA0.15FA0.85)0.95Pb(I0.85Br0.15)3/spiro-OMeTAD/Au ET 1.15 23.45 0.78 21.35 2020 340
58. ITO/SnO2/SA/Cs0.05(FA0.85MA0.15)0.95Pb(I0.85Br0.15)3/spiro-OMeTAD/Au SC 1.15 22.80 0.78 20.41 2020 154

Journal of Materials Chemistry C Review



15748 |  J. Mater. Chem. C, 2022, 10, 15725–15780 This journal is © The Royal Society of Chemistry 2022

which was stimulated by the higher electrical conductivity
of PC61BM. Furthermore, an interlayer of organic molecules
between the ETL/metal contact interface was introduced to
passivate the defects, reducing the band bending and acting

as a permeation barrier for moisture to enhance the
stability.286

The inclusion of additives in PCBM decreases the film
roughness and influences the morphology, which increases

Table 1 (continued )

S. no. Device configuration Methoda
VOC
(V)

JSC
(mA cm�2) FF

PCE
(%) Year Ref.

59. ITO/SnO2-CNT/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.12 23.26 0.782 20.33 2020 138
60. FTO/SnO2/MgO/CsPbIBr2/spiro-OMeTAD/Ag SC 1.36 11.70 0.693 11.04 2020 341
61. ITO/SnO2/TPPO/Cs0.05(MA0.15FA0.85)0.95Pb(I0.85Br0.15)3/

spiro-OMeTAD/Au
SC 1.11 24.3 0.77 20.69 2019 156

62. ITO/SnO2/TiO2/FAxMA1�xPbI3�yBry/spiro-OMeTAD/Au SC 1.10 24.2 0.77 20.5 2019 342
63. FTO/SnO2:NH4Cl/Cs0.05(FA0.85MA0.15)0.95Pb(I0.85Br0.15)3/

spiro-OMeTAD/Au
SC 1.19 22.2 0.75 20 2019 143

64. ITO/SnO2:NGO/Rb0.05(FA0.83MA0.17)0.95Pb(I0.83Br0.17)3/
spiro-OMeTAD/Au

SC 1.17 18.87 0.75 16.54 2019 152

65. ITO/SnO2/C9/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.12 22.8 0.789 21.3 2018 308
66. FTO/Mg-SnO2 bl/SnO2/CH3NH3PbI3/spiro-OMeTAD/Au SGS 1.112 22.80 0.758 19.21 2018 343
67. ITO/SnO2:GQDs/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.13 23.05 0.778 20.23 2017 137
68. FTO/SnO2NS/C60/CH3NH3PbI3/spiro-OMeTAD/Au HT 1.039 23.62 0.75 18.31 2017 344
69. ITO/SnO2/CH3NH3PbI3/spiro-OMeTAD/Ag ED 1.08 19.75 0.65 13.88 2017 128
70. ITO/SnO2/(FAPbI3)0.97(MAPbI3)0.03/spiro-OMeTAD/Au SC 1.10 25.28 0.731 20.28 2016 307
71. FTO/SnO2/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.11 23.27 0.67 17.21 2015 125
Ternary metal oxides
72. FTO/LBSO-PFA/Cs0.05FA0.81MA0.14PbI2.55Br0.45/

spiro-OMeTAD:Li-TFSI:TBP/Au
laser 1.139 24.10 0.86 23.74 2022 345

73. FTO/ZSO/FAxMA1�xPbI3�yBry/spiro-OMeTAD:Li-TFSI:TBP/Au CBD 9.368 3.24 0.745 22.59 2022 317
74. FTO/c-TiO2/NO-BSO/ZrO2/CH3NH3PbI3/spiro-OMeTAD/Au SP 0.94 23.04 0.68 14.77 2021 346
75. FTO/ZSO/CsMAFA/spiro-OMeTAD/Au CBD 1.14 23.59 0.79 21.3 2020 315
76. FTO/La–SrSnO3/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.12 23.3 0.718 18.7 2020 213
77. FTO/c-ZSO/mp-ZSO/CH3NH3PbI3/spiro-OMeTAD/Au HT 1.05 24.79 0.704 18.32 2020 347
78. FTO/La+-BaTiO3/TiO2/CH3NH3PbI3/spiro-OMeTAD/Au HT 0.96 21.5 0.69 14.3 2020 348
79. FTO/c-ZSO/mp-ZSO/Cs0.5(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3/

spiro-OMeTAD/Au
RC 1.06 24.58 0.79 20.1 2019 349

80. FTO/am-ZSO/SnO2/CH3NH3PbI3/spiro-OMeTAD/Au PLD 1.12 22.49 0.796 20.04 2019 350
81. FTO/Y-SrSnO3/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.14 22.7 0.74 19.0 2019 212
82. ITO/SrTiO3/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.143 23.02 0.721 19.0 2019 205
83. FTO/ZSO/FAMAPbI3/spiro-OMeTAD/Au SC 1.036 24.72 0.781 20.02 2018 63
84. FTO/LBSO/CH3NH3PbI3/PTAA/Au PP/SC 1.12 23.4 0.81 21.2 2017 200
85. FTO/c-TiO2/ZSO/CH3NH3PbI3/spiro-OMeTAD/Au HT 1.048 23.71 0.692 17.21 2017 313
86. FTO/ZnO/ZSO/CH3NH3PbI3/spiro-OMeTAD/Au SP 1.035 19.71 0.59 12.03 2017 216
87. FTO/BSO/CH3NH3PbI3/spiro-OMeTAD/Au PP 0.968 17.45 0.637 10.96 2017 197
88. FTO/bl-ZSO/rGO–ZSO/(FAPbI3)0.85(MAPbBr3)0.15/PTAA/Au ES 1.046 22.50 0.76 17.89 2016 217
89. FTO/TiO2/BSO/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.03 16.8 0.71 12.3 2016 196
90. FTO/TiO2/BaTiO3/CH3NH3PbI3/spiro-OMeTAD/Ag SC 0.962 19.3 0.67 12.4 2016 210
91. ITO/ZSO/CH3NH3PbI3/PTAA/Au SC 1.05 21.6 0.67 15.3 2015 312
92. FTO/ZSO/CH3NH3PbI3/spiro-MeOTAD/Au SC 0.84 15.03 0.62 7.02 2014 214
Scaffolds
93. FTO/Nb:SrTiO3/SrO/(MAPbI3)x(CsFAMA)1�x/spiro-OMeTAD/Au ST 1.11 23.9 0.76 20.2 2020 206
94. ITO/ZrO2/SnO2/CH3NH3PbI3�xClx/spiro-OMeTAD/Ag SC/UVT 1.068 23.32 0.782 19.48 2020 351
95. FTO/Nb2O5/Al2O3/CH3NH3PbI3�xClx/spiro-OMeTAD/Au SC 1.13 12.80 0.72 10.3 2015 268
96. FTO/TiO2/SiO2/CH3NH3PbI3�xClx/spiro-OMeTAD/Au SG 1.05 16.4 0.66 11.45 2014 224
97. FTO/c-TiO2/mp-ZrO2/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.07 17.3 0.59 10.8 2013 233
98. FTO/TiO2/Al2O3/Au@SiO2/CH3NH3PbI3�xClx spiro-OMeTAD/Ag SC 1.02 16.94 0.64 11.4 2013 31
99. FTO/c-TiO2/Al2O3/CH3NH3PbI2Cl/spiro-OMeTAD/Ag SC 0.98 17.8 0.63 10.9 2012 220
Other Inorganic ETLs
100. ITO/c-TiO2/CdSe/ZnS QDs/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.08 22.9 0.73 18.1 2020 352
101. ITO/a-WO3/SnO2/CH3NH3PbI3/spiro-OMeTAD/Ag TE 1.11 23.01 0.803 20.52 2019 353
102. FTO/In2S3/CsPbIBr2/spiro-OMeTAD:Li-TFSI:TBP/Au CBD 1.09 7.76 0.659 5.59 2019 354
103. FTO/TiO2 NCs/Nb2O5/CH3NH3PbI3/spiro-OMeTAD/Au SC 1.04 20.49 0.716 15.25 2018 355
104. FTO/mp-TiO2-ZnS/CH3NH3PbI3/spiro-OMeTAD/Au SILAR 1.02 19.05 0.754 14.9 2018 356
105. FTO/NMT-CdS/CH3NH3PbI3/spiro-OMeTAD/Au CBD 1.12 19.7 0.74 16.3 2018 357
106. FTO/CdS/MAPbI3/spiro-OMeTAD/Ag P-CVD 1.04 20.76 0.68 14.68 2017 358
107. ITO/WO3/SAMs/CH3NH3PbI3/spiro-OMeTAD/Ag SC 1.02 21.9 0.665 14.9 2015 359

a SC = spin coating, P-CVD = plasma-activated chemical vapor deposition, CBD = chemical bath deposition, SILAR = successive ionic layer
adsorption and reaction, TE = thermal evaporation, ALD = atomic layer deposition, SP = spray-pyrolysis, RC = reflux condensation, ED =
electrochemical deposition, ET = emulsion technique, LPCVD = low pressure chemical vapor deposition, TO = thermal oxidation, HP = hydrolysis
pyrolysis, SGS = sol–gel synthesis, HT = hydrothermal, ES = electro-spinning, ST = solvothermal, PP = peroxide-precipitate, UVT = UV treatment, S =
spray, and RFS = RF sputtering.
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the recombination resistance at the perovskite/PCBM interface.
Also, these additives ease the exciton dissociation and promote
fast charge transport.287 Recently, Xiong et al.280 used poly(3-hexyl-
thiophene) (P3HT) as an additive to dope PCBM to avoid
aggregation, thereby enhancing the moisture and water resistance.
This was shown to result in a retention of 85% of the initial PCE at
20% for 720 h. Similarly, after the modification of the PCBM/
perovskite interface with poly(9-vinyl-carbazole) (PVK) doping in
PCBM, it showed better anti-UV, moisture, and thermal stability.288

The other non-fullerene-based organic ETLs include naphthalene
diimide derivatives, perylene diimide derivatives, azaacene deriva-
tives, indacenodithiophene derivatives, and n-type conjugated
polymers, which can be new alternatives to gain a better
performance than various modifications of PCBM.289 Non-
fullerene-based ETLs have unique advantages such as molecular
structure diversity and adjustable frontier molecular orbitals.290

However, a detailed review of organic ETMs is beyond the scope of
this review, which can be found in the literature.289,290

Despite the promising properties of organic ETLs, they have
only appeared in a small number of reports compared with
inorganic ETLs. However, assuming that the superior electrical
and optical properties can be harnessed from organic ETMs, a
roadway for higher efficiency in PSCs can be visualized. Overall,
matching the only energy levels at the ETL/perovskite interface
is not sufficient, where matching the electron mobility is a pre-
requisite to avoid charge accumulation. A detailed study of the
interface is required considering the defects on the perovskite
surface, chemical reactions, and effect on perovskite morphol-
ogy due to the presence of the ETL, charge trapping, and charge
recombination.

Despite the differences in the electrical properties, synthesis
process, and interface effects in the various above-cited materials
used as ETLs, numerous ETL systems have delivered high PCEs.
ETLs continue to exert a significant influence on the device
performance and efficiency even after selecting distinguished
perovskite materials as overlayers in PSCs. In the initial stage of
research, only B7% efficiency was observed with the PSCs
utilizing oxides of Ti, Zn, Sn, etc. to from ETL/perovskite
heterostructures. The higher efficiency reported each year for
a decade from a variety of ETLs in the most prominent recent
reports is shown in Fig. 20. Recently, the efficiency reached
B25% with the advancement of ETLs in interface engineering
due to the doping, co-doping, compositing, decoration, etc. of
ETLs. A brief summary of the inorganic ETLs processed using
various synthetic methods and their corresponding device
performance parameters are tabulated in Table 1. Thus, future
developments of novel ETLs should not only focus on enhan-
cing the power conversion efficiency but must be rationalized
based on cost and sustainability.

5. Hole transport layer (HTL)

The HTL is equally essential to transport the acceptors or holes
generated in the photoactive perovskite layer to the cathode.
The HOMO of the hole transport material (HTM) under

consideration for PSCs is required to be located at a higher
level than the valence band edge of the perovskite absorber
(Fig. 21). The minimized energy barrier at the perovskite/HTL
interface allows easy collection of the photogenerated holes.
Moreover, the conductivity of the HTM, which plays a vital role
in charge transfer and charge recombination at the perovskite/
HTL interface, can be revamped by governing interface ener-
getics and defect densities. Besides, the thermal and chemical
stability of HTMs continue to be a concern for the long-term
and efficient photovoltaic performance. Thus far, various nano-
structured, doped, and passivated HTLs have been explored
in PSCs depending on the selected device architecture. In this
section, we critically discuss the involvement of various
inorganic HTLs in delivering a higher PCE.

5.1. Inorganic HTLS

Inorganic HTLs have gained importance in PSCs due to
their ability to be downsized to nanostructures, increasing the
junction interface. Given that PSCs are the resultant evolution
of sensitized solar cells, though with conceptually newer foun-
dations, redox electrolytes have been replaced with solid-state
electrolytes or HTLs in PSCs. However, the expensive solid-state
organic spiro-OMeTAD when introduced in PSCs degrades the
perovskite absorbers due to the use of hygroscopic dopants.
Therefore, the low-cost inorganic HTLs with high chemical/
thermal stability and scalability have attracted considerable
attention from the scientific and industrial community as a
replacement for spiro-OMeTAD. Various inorganic materials
based on binary oxides, cyanates, and delafossite such as NiO,
VOx, CoOx, CuOx, CuI, CuCSN, and CuGaO2 have been investi-
gated for their performance as HTLs in PSCs.360–363 The band
structure positions of selected inorganic HTLs with refer-
ence to the perovskite absorber are summarized in Fig. 22.
These HTMs are sensibly engineered to alter the charge transfer
dynamics and to efficiently extract holes. The significance and
optoelectronic properties of these important inorganic HTLs
employed in PSCs are discussed in this section.

5.1.1. Nickel oxide (NiO). NiO is one of the most widely
studied HTLs for PSCs due to its chemical inertness, low
processing cost, and earth-abundant nature. Nickel oxides with
molecular formulas of NiO, NiO2, and Ni2O3 can be engineered
to obtain cubic, monoclinic, rhombohedral, and hexagonal
crystalline phases.364–369 Mainly, p-type semiconducting stoi-
chiometric NiO with a wide bandgap of 3.6–4 eV65,370,371 and
deep valence band edge (i.e.,�5.2 to�5.4 eV) provides excellent
band alignment with the perovskite light absorber. The higher
conduction band positioning of NiO than perovskite materials
become advantageous to conduct holes very efficiently and
serves as an excellent electron blocking layer.

Docampo et al.372 introduced NiO as an HTL in PSCs and
gained an efficiency of o1% when utilized with a mixed halide
perovskite absorber as the photoactive material. The low effi-
ciency was attributed to the inadequate surface coverage and
large number of pinholes in the perovskite films coated over
the NiO HTL in the inverted device architecture. The possibility
of improving the PCE after controlling the doping density
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projected NiO as one of the forthcoming worthwhile HTL
candidates. Therefore, various growth mechanisms and thin-
film technologies have been explored for its synthesis or/and
coating of NiO films in the ambient atmosphere, such as
sputtering,373 atomic layer deposition (ALD),374 solvothermal
growth,375 sol–gel,376 e-beam evaporation,377 reactive e-beam
evaporation,378 atmospheric pressure spatial atomic layer deposition
(AP-SALD),379 and thermal evaporation followed by oxidation.380

Among them, repeated spin coating has been observed to be a
simple and cost-effective method to gain precise control over the
thickness and crystallinity of NiO nanostructures, although the

residual ligands reduce the coverage of the perovskite absorber,
and hence the performance of PSCs. Moreover, the thickness of
the faceted and corrugated NiO nanocrystalline films controls
the hole extraction and transport competence at the HTL/
perovskite interface376 because a lower thickness presents a
higher leakage current and a higher thickness offers higher
series resistance. A precisely controlled ultra-thin NiO film with
negligible absorption loss prepared by ALD showed no residuals
and pinholes. The extremely thin NiO film with a thickness
of 5–7.5 nm, few times the Debye length (i.e., 1–2 nm for NiO),
increased the work function and hole concentration by over-
lapping of the space charge regions. Moreover, high-temperature
treatment improved its interfacial properties by reducing the
content of hydroxylate NiOOH and reducing the amount of
surface defects related to C–N at the HTL/perovskite interface,
achieving a PCE of 16.4%.374 Subsequently, Liu et al.381 utilized
a solution-combustion based NiO HTL with the two-step-
processed MA1�yFAyPbI3�xClx perovskite to achieve a PCE
19.4%. Recently, the controlled island-like growth of NiO offered
a lower absorption in the visible region, and also increased the
effective interface with the perovskite absorber, while governing
the shunt resistance.380 Knowing the fact that mesoporous
structures provide a better interface between the HTL and
perovskite, Yin et al.382 explored a mesoporous nanoforest of
1D NiO nanotube morphology. The hierarchical tube morpho-
logy offered a continuous conducting pathway for rapid hole
extraction and less charge leakage due to the substantially
passivated interfacial hole-trapping state density (i.e., 1.274 �
1016 cm�3), which yielded a PCE of 18.77% with quenched
Shockley–Read–Hall recombination losses (Fig. 23).

The Ni3+ and Ni2+ variations govern the defect levels in NiO
and inversely alter the conductivity and optical transmittance
of the HTL. The spatial localization of the HOMO of the
perovskite/HTL system on the NiO layer estimated by adopting
the relativistic pseudopotentials and pseudo-atomic orbitals
predicted the transfer of holes from the perovskite in close
proximity of the NiO surface connected by halogen and lead
atoms (Fig. 24).383 Therefore, precise control of the Ni3+/Ni2+

ratio by the defect density aligns the VB of the HTL with the
perovskite and provides faster hole extraction with lower energy
losses, offering a PCE close to 18%.377,383,384 Nevertheless, the
significantly reduced oxygen vacancies in self-doped Ni2O3

385

and NiOOH386 yielded a PCE close to 20%, gaining attention as
futuristic HTLs to replace NiO. The Ni3+ cation sites act as a
Lewis electron acceptor and Brønsted proton acceptor by
deprotonating cation amines and oxidizing iodide species.
Therefore, different amounts of Cu,387,388 Y,389 La,56 Fe,390

Co,391,392 Sr,393 Ag,394 Na,395 and Zn396,397 metals and rare earth
elements (i.e., Eu, Yb, Tb, Ce, and Nd)398 were doped to
enhance the intrinsic conductivity, charge extraction ability,
hole mobility, energy level alignment, and optical transparency
of NiO films by reducing the Ni2+/Ni3+ vacancy formation
energy due to their replacement. Even though the segregation
of alkaline cations such as Li,399 Cs,400 and K401,402 on the NiO
surface improve the performance of PSCs due to their favour-
able interaction with perovskite, their time-dependent disparity

Fig. 21 Schematic displaying the path of the photogenerated hole from
the perovskite light absorber to the external circuit. (CBM: conduction
band minimum and VBM: valence band maximum.)

Fig. 22 Schematic of band alignment of various inorganic HTLs with
perovskite absorber.
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in the spatial distribution modifies their performance and
stability.

Al doping in the lattice of NiOx not only enhances the
electrical conductivity of the HTL but also improves the crystal-
line growth of the perovskite absorber, concurrently aligning its
energy levels, which dramatically reduces the energetic non-
radiative recombination losses and enables quicker hole trans-
portation at the perovskite/HTL interface to deliver a PCE of
20.84%.403 Mg doping has shown to downshift the VB
maximum, matching it well with the perovskite and lowering
the energy redundancy for hole injection. The reduced energy
band offset benefitted the efficient charge collection/transport

and curtailed the hysteresis, yielding a reproducible PCE of
18.5% from an ambient-stable commercial device with an
active area of 10 cm � 10 cm.404 Interestingly, embedding Au
inside an NiO layer to form Au–NiOx as both an electrode and
electrode interlayer for PSCs was attempted to replace the ITO
electrode, but difficulties were encountered in the formation of
a compact layer, reducing the film thickness to control the
transmittance, and loss of photoexcitation energy due to self-
recombination of opposite charges at the electrode. This ham-
pered the PSC device performance (i.e., PCE = 10.24%).405 The
further addition of Cu on the top of Au–NiO film effectively
reduced the resistance, but the device delivered a maximum
PCE of 11.1% at a 1 nm Cu layer. This was reduced further with
an increase in the thickness of Cu (i.e., 41 nm).406 UV-ozone
irradiation reduced the interface barrier between a Cu-doped
NiOOH HTL and MAPbI3 perovskite by surface dipole for-
mation and also increased the carrier concentration and charge
extraction efficiency.407 Recently, Zhou et al.408 improved the
electrical conductivity of an NiOx film by enhancing the Ni3+

content after N-doping and achieved a PCE of 17.02%. The
reduced Gibbs free energy on the hydrophilic N-doped NiOx

surface led to a higher nucleation density, and thereby larger
grain growth of the perovskite absorber with improved inter-
facial contact and passivation of the trap states in the perovs-
kite layer, thereby suppressing nonradiative recombination.

Cobalt-doping exhibits a synergistic effect and endows
the NiOx film with a further improvement in its performance.
As an HTL in PSCs, p-type Co-doping provides low transparency
and high conductance, whereas alkali and alkaline co-dopants
result in high transparency with low conductivity. It was
reported that 10% Li@5% Co co-doping synergistically enhanced
the PCE to 20.1% by providing a shorter carrier lifetime of 0.67 ms
and a larger recombination lifetime of 5.24 ms, signifying effi-
cient hole/charge transfer/extraction and suppressed charge car-
rier recombination, respectively.409 The synergy between Ag and Li
co-dopants with the +1 oxidation states was shown to tailor the
optoelectronic properties of NiO. The smallest formation energy
of Li and Ag among the related defects created shallower acceptor
levels in NiO and enhanced the hole concentration, which effec-
tively optimized the charge extraction/transport and reduced the
charge accumulation at the interface, therefore boosting the PCE
to 19.24%.410 Mg2+ doping compensates the undesirable positive
shift caused in the VB of NiOx due to the incorporation of Li and
promotes the formation of an ohmic contact at the perovskite
interface by reducing the barrier height via staircase energy level
alignment with the MAPbI3 perovskite.

360 However, the inclusion
of Co2+ in Mg–Li reduced the device performance severely (i.e.,
PCE = 13.22%) for unknown reasons.411 Besides, polymeric
PTAA, DEA, PFBT, and PEAI coatings412–415 introduced as an
overlayer for the NiOx HTL effectively modified the interfacial
contact and boosted the interfacial charge transfer through
gradient band alignment and reduced trap state density. The
lone-paired functional groups on the polymer coordination
with Ni and Pb ions form a quasi-2D polymeric-perovskite
grain, which blocks the electron transport in the HTL and
limits the carrier recombination at the interface.

Fig. 23 (a) Cross-sectional and (b) top-view SEM images of the NiO
nanotube nanoforest with controlled length and branch growth. Sche-
matic of (c) device architecture and corresponding cross-section SEM
image and (d) charge transport in PSCs consisting of NiO nanocrystals and
nanoforest HTLs. (e) Comparative PCE distribution of nanocrystal and
nanotubes.382 Reprinted with permission from (ACS Appl. Mater. Inter-
faces, 2019, 11, 44308–44314). Copyright (2019), the American Chemical
Society.
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5.1.2. Vanadium oxide (VOx). Vanadium oxides composed
of VO5 square pyramids or distorted VO6 octahedra with shared
oxygen atoms appear in various chemical forms such as
VO2, V2O3, V2O5, V3O5, V3O7, V4O7, V5O9, V6O11, and V6O13 of
orthorhombic, cubic, triclinic, tetragonal, monoclinic, and
rhombohedral crystalline phases.65 The existence of valence
band levels and conduction band levels at B�5.36 eV and
B�2.94 eV, respectively, and the bandgap of B2.6 eV have
projected VOx as another interesting HTL candidate material
for PSCs. The low-temperature synthesis protocols have been
shown to incorporate hydroxyl groups in vanadium oxides
(i.e., VOx), and the post-synthesis heat treatment results in
oxygen vacancies by establishing V5+ (i.e., B65% to 75%) and
V4+ (i.e., B35–25%) cations,416–420 which are prominent trap
sites, restricting their use as HTL. Basically, the air-oxidation of
VOx films during their synthesis naturally results in the for-
mation of V2O5 on the top surface at the interface between the
perovskite absorber and VOx HTL and controls the device
performance by monitoring the band-offset.421 The large varia-
tion between the V5+ and V4+ cations results in the assembly of
V2Ox films with higher roughness and sizable thickness, which
typically yield a larger barrier to allow the tunnelling of charges
in PSCs.419 Therefore, a thin layer of hydrated V2O5 (i.e., VOx)
has been explored as an alternative HTL to overcome the
catastrophic electrical and structural inhomogeneities in the

frequently explored PEDOT:PSS hole extraction layer, which
adversely affect the device lifetime. Moreover, a compact layer
of thermally stable VOx nanoparticles not only enhanced the
light-harvesting but also delivered extremely high transmit-
tance (i.e., 95–98%), higher quenching efficiency, and reduced
internal resistance, which facilitated efficient charge transporta-
tion, offering a PCE close to 14%.417,418 Likewise, it also assisted
in improving the stability of gradient hetero-junction-based PSCs
exposed to solar radiation in N2 (i.e., 15.8% PCE for 750 h) and
ambient (14.1% PCE for 175 h) environments.416

The V2Ox additive, as an interface modification layer, is a
good hole extraction layer, and thus has been utilized to improve
the quality of perovskite light absorbers (i.e., CH3NH3PbI3�x-
Clx).

420,422 The hydrogen bonds and dangling bonds in the
hydrated V2Ox additive produce larger perovskite grains. The
optimized amount of additive produces a dense perovskite film
of larger grains, which play a crucial role in reducing the trap
charge density to improve the current injection, thereby concur-
rently limiting the leakage current. Although these modifications
are performed to overcome the high recombination rate at the
V2Ox/perovskite interface, they also mitigate the migration of
iodide ions into the crystal boundaries and retain a stable device
performance beyond 1000 h. Besides, an ambient atmosphere-
processed VOx interlayer in an unencapsulated n–i–p device
showed excellent PCE retention (i.e., 71% of initial value) after

Fig. 24 Optimized structures showing the HOMO (left) and LUMO (right) orbitals for three mutual orientations of an NiO (lower) and perovskite (upper)
interfacial region. The geometries G1 refer to the surface separation of B1 nm between the perovskite and NiO, and G2 and G3 indicate the
close proximity of o0.3 nm between the perovskite and NiO, but perovskite contact NiO(100) surface via the closest halogen atom and MA ion and
halogen atom and lead atoms, respectively. The upper row shows the MAPbI3, and the lower row represents the MAPbBr3 perovskite nanoparticles. In the
NiO structure, the Ni and O atoms are represented by green and red spheres, respectively. In the perovskite structure, the Br, I, and Pb atoms are
identified in brown.383 Reprinted with permission from (ACS Appl. Mater. Interfaces, 2020, 12, 11467–11478). Copyright (2020), the American Chemical
Society.
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illumination at the high temperature of 70 1C for 1100 h,423 but
the slow ingress of oxygen and water in the unencapsulated
device degraded the perovskite layer, despite a barrier layer
being imposed to reduce the rate of vanadium ion diffusion.
Therefore, the VOx thin film was further passivated with an
aminopropanoic acid (APPA) interfacial layer to control the
effect of oxygen vacancies on the charge recombination at
the perovskite/VOx HTL interface, which also enriched the
perovskite crystallinity, reducing the content of charge-trapping
pinholes.424

A copper phthalocyanine (CuPc)425 and thermally crosslinked
triarylamine-based X-DVTPD426 buffer layer was introduced in
the VOxmatrix to resist the incorporation of moisture and realize
excellent interfacial energy level alignment. The synergistic
bilayer HTL was shown to reduce the charge carrier recombina-
tion, enhancing the charge extraction at the interface. Further-
more, VOx was also introduced over poly(triarylamine) to induce
hydrophilicity to grow a high-quality perovskite absorber layer,
thereby improving the PCE (i.e., 18.9%).427 A thin overlayer of
VOx was shown to suppress the trap-assisted recombination,
significantly improving the charge extraction and transport at
the interface. However, owing to the limited improvement in

PCE to 19%, subsequent efforts were focused on increasing the
conductivity of pristine VOx by doping rather than via additives
or complex bilayer formation.

The improved conductivity of VOx (i.e., 1.05 � 10�3 S m�1)
and interfacial adhesion with the MAPbI3 perovskite layer after
Cs doping resulted in a 30% enhancement in the device
efficiency.428 On the contrary, when dispersed in carbon, VOx

facilitates the charge transfer at the perovskite/carbon interface
due to the high work function without compromising the
conductivity of carbon.429 Recently, PSCs with a top hybrid
HTL comprised of VOx incorporated p-type polytriarylamine (PTAA)
polymer reached an efficiency of 20.1% and exhibited negligible
degradation after 4500 h of light soaking due to the higher
tolerance of VOx towards the perovskite absorber (Fig. 25).

430 The
donor–acceptor interactions between the electron-deficient VOx

and electron-rich amine-centers of polymer enable the impec-
cable fusion of VOx and PTAA layers, which provide improved
charge transport, possibly similar to doping effects. The post-
treatment strategy of vanadium oxides offers great flexibility
to tailor the cation distribution, and hence the energy level
alignment. The UV post-treatment of a few-atomic layer thick
(B1 nm) pristine VOx HTL film was shown to increase the

Fig. 25 (a) Schematic of n–i–p PSCs consisting of a hybrid HTL of PTAA and VOx with lower gas permeability and better barrier properties than the
volatile perovskite decomposition products. Molecular structure, linked pyramid-based structure and topography of (b) spin-coated p-type PTAA thin
film and (c) evaporated 30 nm-thick VOx film on glass. (d) I–V characteristics of PSC consisting of VOx in bilayer hybrid HTL. (e) Stability of PSCs with
bilayer hybrid HTLs under illumination.430 Reprinted with permission from (J. Phys. Chem. Lett., 2020, 11, 5563–5568). Copyright (2020), the American
Chemical Society.
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oxidation states from V4+ to V5+, drawing the Fermi level close to
the valence band, thereby enabling the hole quenching
pathway for the transportation of holes to improve the device
efficiency.431 Even though VOx has shown promise towards
efficient and stable PSCs, further investigation of morphology
controlled VOx nanostructures, doped VOx, and composites with
other promising materials are required to explore as it as an HTL
for reaching a milestone efficiency and the cost-effective mass
production of PSCs.

The use of an ALD V2O5 buffer layer a barrier layer was
shown to improve the long-term thermal stability of PSCs.432

Indeed, a precisely controlled stoichiometric V2O5 HTL enhanced
the PCE from 13.26% to 18.03% when interfaced with PEDOT:PSS
under ambient conditions.433–435 V2O5 curbs the formation of
oxygen defects and also ensures hole transfer from the perovskite
absorber (CH3NH3PbI3) to V2O5 HTL by forming an excellent
ohmic contact.436 Moreover, filling the pinholes of PEDOT:PSS
by incorporating V2O5 nanoparticles improved the carrier mobility
and increased the surface energy by exposing more PEDOT chains
to the interface with the perovskite absorber.437 Further, V2O5

combined with nickel phthalocyanine (NiPc) effectively extracted
holes from the perovskite by mediating the VB of both and
rendered a 63% enhancement in the PCE (i.e., 19.4%).438

Basically, the VB of pristine V2O5 forms an electronically barrier-
free cascading contact for hole transportation and extraction
across the interface.

5.1.3. Cobalt oxide (CoOx). Cobalt oxide is another HTM
attracting attention due to its hole-quenching capability and
low processing cost. Cobalt oxides with the molecular formulas
CoO, Co3O4, and Co2O3 can be obtained in cubic and hexagonal
spinel crystalline phases with a wide bandgap in the range of
1.3 to 2.4 eV.439 The much shorter hole extraction time of CoOx

(2.8 ns) relative to NiOx (22.8 ns) and CuOx (208.5 ns) has
projected Co-oxides as possible competitor materials to other
inorganic HTLs.440 In 2016, Shalan et al.440 introduced ultra-
thin CoOx films as an HTL in inverted PSCs, which was
obtained via a simple spin-coating technique followed by
high-temperature processing (400 1C). Besides the excellent
light harvesting capability, it was mainly the phenomenal
charge separation ability of the highly transparent CoOx (i.e.,
15 nm thick) achieved a PCE of 14.5% even with a single-cation
single-halide perovskite. Despite the fact that an ultrathin HTL
minimizes the incident photon loss induced by Co ion absorp-
tion and curtails the carrier losses by shortening the transport
path, the introduction of a metal ion in the CoOx lattice
changes the conductivity of CoOx and energy-level mismatch
with the perovskite. The deeper VB position of CoOx (B5.46 eV)
than the HOMO of CH3NH3PbI3 (�5.4 eV) hinders the hole
transport and causes severe recombination. However, the
incorporation of Cu in CoOx uplifts the VB (�5.34 eV), without
altering the CB edge (�3.2 eV), which is maintained much
higher than that of CH3NH3PbI3 (�3.9 eV). This severely
reduces the carrier transfer loss at the interface and energeti-
cally favours the electron injection.441

Spinel Co3O4 with octahedral Co3+ is significantly tolerant
to structural distortion or disorder, and hence excellent hole

transport materials for PSCs. Co3O4 assists with the issues of carrier
transport and recombination process at the carbon/perovskite
interface in carbon-based PSCs by reducing the charger transfer
resistance from perovskite and suppressing interfacial recombi-
nation. Moreover, the interfacial layer of Co3O4 significantly
promotes the separation and extraction of photo-generated
carriers, as well as the hydration of perovskites, thereby provid-
ing a steady performance under ambient and light soaking
conditions.442,443 Low-valency doping reduces the density of
defect states and enhances the hole mobility of Co3O4 by
introducing acceptor energy levels on both the Co2+ and Co3+

sites of Co3O4. Therefore, Li+ doping in the lattice of Co3O4

improves the light absorption and boosts the hole mobility by
forming an Li-enriched LiCoO2 overlayer, which facilitates effi-
cient hole transportation at the Li–Co3O4/perovskite interface,
delivering a PCE of B14%.444 However, the super-hydrophilicity
induced in LiCoO2 after UV/ozone treatment led to the formation
of a highly dense MAPbI3 film with an excellent interface, which
was shown to enhance the PCE to 19%.445

Recently, the co-doping of Zn2+ in LiCoO2 improved its
conductivity and enormously enhanced its hole mobility,
which caused a 4-fold enhancement in the PCE compared to
that of the pristine Co-oxide HTL.446 The rock-salt CoO with
octahedral high-spin Co2+ is another HTM from the CoOx

family that has the potential to improve the PCE. Recently, a
CoO film was treated with pyridine to control the adverse
effect of oleylamine molecules present on the CoO film on the
growth of the perovskite film, and thereby the performance of
PSCs. The ligand exchange process by pyridine not only
improved the conductivity by influencing the defect states in
CoO but also altered the HTL/perovskite interface for excellent
charge extraction, showing a 5-fold improvement in the
PCE.447 Recently, the decoration of CoO nanoplates in a
discontinuous manner to fill the boundaries of crystalline
perovskite grains yielded the highest PCE of 20.72% by
improving the charge-transfer kinetics and hole extraction
ability (Fig. 26).448 The uncovered perovskite grains assured
uninterrupted hole transport from the perovskite to spiro-
OMeTAD HTL; moreover, the CoO nanoplates residing at the
perovskite grain boundaries (where defect sates exist) reduced
the trap state density (3.773 � 1015 cm�3), suppressing the
charge recombination. Overall, the best PCE is still to be
realized from PSCs utilizing Co-oxide HTLs. In the future, the
choice of precursor and reaction kinetics should be considered
to obtain the best-quality nanostructures of Co-oxide HTLs to
ensure maximum hole quenching and improved efficiency.
Therefore, the research direction should be focused on improv-
ing the conductivity and mobility of CoO by proper choice of
doping and the film quality by tuning the processing method
to boost the interface between CoO-perovskite to reduce the
recombination loss.

5.1.4. Copper oxide (CuOx). The earth abundance oxides of
copper with molecular formulas of CuO (cupric oxide), Cu2O
(cuprous oxide), and Cu4O3 (paramelaconite, thermodynami-
cally unstable) can be realized in cubic, monoclinic, and tetra-
gonal structures, respectively.449,450 Cu-oxides are primarily
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utilized as buffer layers for the stable encapsulation of PSCs to
maintain efficiency in adverse environmental conditions.451

The two-orders of magnitude higher mobility of pristine and
modified Cu-oxides (i.e., B256 cm2 V�1 s�1) than NiO (i.e.,
2.8 cm2 V�1 s�1) makes them an excellent choice as HTLs.
Most importantly, the best-performing PSCs using copper oxide
are prepared with ultrathin films of CuOx, but the ultra-thin
nature of the film restricted the analysis of its crystallographic
data for tailoring its interfacial properties. Therefore, X-ray
photoelectron spectroscopy (XPS) studies have been given
importance to understand the properties of the surface facing
the interface. The existence of a Cu+ content in the range of
63–68% (i.e., 37–32% of Cu2+) confirmed the presence of both
Cu2O and CuO phases in CuOx.

452,453 Nevertheless, the
Cu+/Cu2+ ratio was controlled via the self-oxidation of indepen-
dently prepared Cu2O and CuO thin layers to govern the
channels for charger carrier transport by lattice matching,
and thereby the solar device efficiency.454 The equal existence
of Cu+ and Cu2+ delivered a Cu4O3 phase with a bandgap of
o1.6 eV,449,455 which is lower for blocking the conduction
electrons, and hence not explored much. However, the Cu2O
and CuO forms exhibit bandgaps (Eg) in the range of B2.1 to
1.6 eV, with an approximately similar VB level of �5.4 eV,
satisfying the primary requirement as HTLs in PSCs.

The conversion of spin-coated CuI into Cu2O and CuO under
controlled thermal treatment delivered a PCE close to 13% and

created excitement among the scientific community exploring
solar materials.361 The mixture of Cu2+/Cu+ with a ratio of 3 : 1
produced a PCE of 17.4% by improving the hole extraction and
charge dissociation at the CuOx/MAPbI3 interface in the
presence of a buffer layer.452 Further, in search of improved
efficiency, Chen et al.456 transformed complex CuO–Cu2O
uneven morphologies into stable CuO nanoparticles of uniform
dimension, but this complex CuO–Cu2O structure delivered a
maximum PCE of only B8% for unknown reasons. Therefore,
various synthesis techniques such as electrostatic spray deposi-
tion,457 magnetron sputtering,456 solvothermal method,458 SILAR,54

ion bean sputtering,459 thermal oxidation,453 spin-coating,452

chemical vapor deposition,451 and electrospinning460 have
been examined to control the Cu-oxide film thickness and its
interface with the perovskite absorber layer, influencing the
efficiency of PSCs. The CuOx employed in place of PEDOT:PPS
HTL exhibited a stable and higher PCE (17.1%) than that of the
pure Cu2O and CuO HTLs.453,461 Recently, it has been shown
that a highly crystalline perovskite overlayer on CuOx quantum
dots reduced the charge trap state density, leading to a higher
carrier transfer efficiency and reduced charge recombination,
delivering a PCE of 19.91%.462 However, CuOx suffers from a
low transmittance in the visible range, and its further improve-
ment by reducing thickness compromises the optical losses.

The nanoparticle-based interface modification concept pro-
vides a series of benefits in PSCs. Monodispersed CuO

Fig. 26 Top-view SEM images of the perovskite layer (a) without and (b) with CoO nanoplate HTL, and their respective cross-sectional views (c) without
and (d) with CoO nanoplate HTL. (e) PL and (f) TRPL spectra of the CoO nanoplate HTL. (g) J–V curves of the PSCs with and without CoO nanoplate HTL
and (h) VOC and PCE obtained by forward and reverse scan of 20 of these PSCs. The control was a PSC without CoO nanoplates.448 Reprinted with
permission from (ACS Appl. Mater. Interfaces, 2019, 11, 32159–32168). Copyright (2019), the American Chemical Society.
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nanoparticles (5–10 nm) improve the light manipulation, sup-
press parasitic interfacial resistance, and induce higher hole-
extraction ability, resulting in a VOC of 1.09 V and an efficiency
of 15.3%.458 However, CuO nanowires introduced as an anode
buffer layer in the inverted planar device structure yielded a
PCE of 16.35%, which originated from the higher hole mobility
(or improved conductivity) of the HTL and its larger interfacial
area with perovskite. Even though the diameter of nanowires
plays a central role in improving the charge extraction ability,
unoptimized overlapping of the nanowires increases the hole
transport distance and declines the crystallinity of the perovs-
kite layer, thereby reducing the performance of PSCs.460

Further, Ag nanoparticle doping in CuO nanowires increases
the light trapping and suppresses the charge recombination
rate, but their high cavity mobility reduces the PCE (i.e.,
B11%).463 Besides, a reactively sputtered CuO thin film barely
accompanied with Cu2O, under controlled annealing condi-
tions, had shown the highest efficiency of 22.56% due to the
increased exciton-assisted band-to-band recombination.464

The incorporation of Cu2O in PSCs has been shown to
reduce the recombination losses at the interface. Cu2O forms
type II band alignment at both the p–i and i–n interfaces,
enabling charge separation and uninterrupted carrier transport
from MAPbI3.

54 The synergistic effect of Cu2O nanocubes as the
top HTL on the perovskite light absorber (CH3NH3PbI3) in a
planar n–i–p PSC demonstrated a highly stable PCE of
B17.23% at room temperature without encapsulation.465

Further, the heterojunction of Cu2O with SiO2 enhanced the
PCE to 18.4% by effectively preventing defects and pinholes,
and also tailoring the recombination and recollection of charge
carriers at the interface with the perovskite absorber.466

To further enhance the device performance, surface modifica-
tion strategies using nonpolar solvents have been explored.
Surface modification of Cu2O quantum dots using silane
molecules has been seen to increase the recombination resis-
tance, offering faster and more efficient charge carrier extraction
to deliver a PCE of 18.9%.467 Moreover, a Cu/Cu2O composite layer
introduced as a p-type-modified layer between low-mobility hole
transport materials and the metal electrode acted as an electron
blocking buffer layer and effectively improved the PCE.459,468

Cu2O was also blended with CuSCN to avoid the formation of
defects and impurities at the interface due to the reaction of
halides migrated from organohalide perovskites into CuSCN.469

The existence of Cu2O nanoparticles resulted in the faster extrac-
tion of charges generated in organohalide perovskites by their
interaction with CuSCN, thereby rendering a PCE of 19.2% by
minimizing the detrimental interfacial degradation.

Device simulations have predicted that Cu2O has the ability
to improve the PCE to over to 25% by tuning the bandgap470–472

due to its high mobility despite the complications in its
synthesis. However, control over the interface properties has
become a key obstacle in this development. Due to the presence
of Cu vacancies at the surface or termination in the oxygen
planes, the reactive oxygen becomes the recombination centres
to trap the conduction electrons. Therefore, the atomistic
model developed by Castellanos-Aguila et al.473 for the

Cu2O(001) and MAPbI3 interface showed that the formation
of vacancies in the Cu2O-terminating planes eliminates the
dangling bonds and deep trap states, enabling the PSCs to
exhibit excellent photoconversion efficiency (Fig. 27). However,
the diverse nanostructure morphologies and doping or
co-doping of Cu2O with promising elements are yet to be fully
explored in-depth to understand their effect on the device
performance.

5.1.5. Copper iodide (CuI). CuI crystallizes in zinc blende
(o390 1C), wurtzite (4390 1C and o440 1C) and rock salt
(4440 1C) structures,474,475 which is another promising
HTL with a wide bandgap (i.e., B3.1 eV), high hole mobility
(i.e., 0.5–2 cm2 V�1 s�1), high transparency, good chemical
stability, and low production cost. Various solution-based and
solid–gas reaction processes have been endorsed as facile
methods to synthesize CuI.476–480 Systematic modelling based
on a combination of DFT-based computational and group-
theory methods has illustrated that among the intrinsic point
defects, copper vacancies are the most prominent to govern the
electronic and transport properties of CuI, resulting in an
improvement in the PCE.475 Initially, CuI was explored in
conventional n–i–p PSCs, and then utilized in inverted planar
PSCs to improve the PCE by avoiding iodide formation at the
interface. The incorporation of an iodine atom expands the Cu
(with lattice constant of 3.59 Å) structure of the film and results
in the formation of a compact CuI crystal, removing the pinhole
defects. Simultaneously, new species are formed at the inter-
face of perovskite/CuI by loading Cu in the perovskite, resulting
in stronger charge-extraction and noticeable short circuit
current density.481 Nevertheless, the redundant iodine acts as
an interfacial recombination centre.

Christians et al.477 introduced CuI as a competitor to spiro-
OMeTAD in PSCs, providing 2-orders of magnitude larger
electrical conductivity; nevertheless, the high recombination
in the CuI-based device restricted the PCE to 6% at a lower VOC,
suggesting a strong possibility for the advancement of its
performance. Moreover, benefitting from the high transmit-
tance of CuI, with deep valence band, it showed a higher PCE
than the acidic and hygroscopic PEDOT:PSS-based PSCs.482 The
smaller magnitude of charge separation at the perovskite/CuI
interface leads to the generation of a smaller local electric field;
thereupon, the faster polarization relaxation down-sizes the
hysteresis in J–V measurement of CuI based PSCs.483 The larger
roughness of a powder-pressed CuI HTL reduced the device
performance by severely trapping the charge carriers at the
numerous air voids generated deep inside the HTL layer.476

The thermally evaporated B40 nm-thick compact CuI HTL
decreased the charge-carrier recombination losses at the inter-
face and exhibited an air-stable PCE of 14.7%.484 Later, an air-
stable PCE of 16.8% was obtained by optimizing the morpho-
logy of the perovskite film coated on the CuI HTL to effectively
reduce the energy loss at the interface.485 Recently, the use of
CuI-decorated Cu nanowires as a hybrid Cu@CuI nanostruc-
ture enabled a PCE of 18.4% by efficient charge extraction from
the outer CuI layer and rapid charge transfer from the inner Cu
wires.486 However, the synergistic effect of Na-doped TiO2 ETL
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and CuI HTL, where Na-doped TiO2 enhanced the electron
conductivity/mobility and CuI induced a higher recombination
resistance, improved charger transport at both interfaces
(i.e. HTL/perovskite and ETL/perovskite interface) and delivered
an efficiency of 17.6%.478

Despite its high mobility, the CuI HTL alone forms leakage
paths, leading to carrier recombination at the CuI/perovskite
interface. Therefore, PEDOT:PSS was introduced as a middle
layer for efficient carrier extraction through adequate energy
level alignment, making the architecture more efficient with
a thicker CuI overlayer.479,487 The further addition of CuI as
a middle layer between PTAA and perovskite enhanced the
charge extraction on both the sides and yielded a PCE of
20.34% by creating enhanced upward band bending (0.35 eV)
at the CuI/perovskite interface with a large built-in potential
(B1.28 V) all over the active layer.488 Moreover, CuI is beneficial
to reduce the trap-state concentration and parasitic charge

accumulation, limiting the flow of charges through the passiva-
tion of other HTLs. Saranin et al.489 observed that the passiva-
tion layer of CuI fills the pinholes and severely reduces the trap
states of metal oxide, protecting the perovskite/HTL interface
from degradation and providing faster injection and relaxation
processes in devices, yielding an impressive PCE of 15.2%.

Byranvand et al.490 introduced CuI islands on a TiO2 ETL to
pull the electrons at the perovskite/TiO2 interface and extract
them via the dipole moments formed. The higher conduction-
band energy level of CuI (i.e., �2.2 eV) than the perovskite
prevents the formation of PbI2 at the interface, facilitating
superior electron extraction with a lower trap density, and the
smaller Cu+ and larger I� ions mimicking PbI2 (i.e., Pb2+

and I2�) inhibit the back-recombination (Fig. 28(a and b)).
Although a moderate number of CuI islands improved the
PCE (i.e., 19%), a large number of CuI islands reduced it by
blocking the electron pathways (Fig. 28(c)). Apparently, the

Fig. 27 (a–d) Logarithm of LDOS � Vcell averaged in the xy planes calculated between the MAPI and Cu2O interface and (e–h) their Bader charges
summed by layers for the four interface models: (a and e) O/PbI, (b and f) O/MAI, (c and g) Cu/PbI, and (d and h) Cu/MAI. The interface states are higher in
energy than the MAPI CB, allowing electrons to return to MAPI. Therefore, holes can be transferred from MAPI to Cu2O without being trapped, although
they can be attracted and recombine with electrons trapped at the O/PbI and Cu/PbI interfaces.473 Reprinted with permission from (ACS Appl. Mater.
Interfaces, 2020, 12, 44648–44657). Copyright (2020), the American Chemical Society.
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incorporation of thiourea in CuI (i.e., Cu(Tu)I) operates by
accelerating the hole transport and reducing the charge carrier
recombination due to the increased depletion width (from 126
to 265 nm) as compared to the traditional CuI. Thus, Cu(Tu)I
exhibited a PCE of 19.9% by lowering the trap state energy level
and eliminating the potential wells for hole transport at the
interface.491 This is why the doping or passivation strategies for
further the modification of CuI endow it with potential to serve
as magnificent HTLs for efficient PSCs.

Overall, CuI is one of the best HTMs to produce PCEs in the
range of 20% to 26% after combining with TiO2, CdS, ZnSe,
ZnO, ZnOS, etc.,492,493 but a well-optimized thickness ratio of
the ETL, perovskite, and HTL is highly demanded. The inter-
play of Pb and CuI recovers the (Pb-based) perovskite by
the Cu–I chemical drain in the system and increases the CuI
contact, and hence the charge carrier transport. CuI-based
devices show suppressed hysteresis with a significant light
soaking effect. The chemical potential gradient redistributes
the I� ions from CuI to the perovskite by diffusive movement
during aging, which can be tuned by controlling the distribu-
tion and morphology of CuI. The ageing instability can be seen
in any PSC that undergoes diffusive ion migration towards the
interface, but it is relatively less for HTLs like CuI barely
accumulating I� ions.

5.1.6. Copper thiocyanate (CuSCN). CuSCN is one of the
cost-effective hole selective contacts for the emerging organo-
metal halide PSCs. The hole mobility of 0.01–0.1 cm2 V�1 s�1,
HOMO level of �5.3 eV (& ECB = �1.8 eV), and high thermal and
chemical stability of CuSCN have gained attention as inorganic

HTLs in PSCs.494 CuSCN with an inherently wide bandgap
(Eg = B3.8 eV) transmits in the complete visible spectrum,
facilitates photoactive materials to absorb more light, and
generates higher photocurrents in solar cells. Ito et al.495

proposed the use of CuSCN as an HTL in PSCs for the first
time to control the degradation of the CH3NH3PbI3 perovskite
layer during the light exposure test without encapsulation.
Later, various synthesis protocols such as drop-casting,496

electrodeposition,497,498 spin coating,499 and spraying500 were
developed to obtain CuSCN in an ambient atmosphere with
minimum damage to the underlying perovskite absorber, fol-
lowed by annealing strategies to achieve a higher efficiency.
Nevertheless, the texturized grain growth of CuSCN after
recrystallization produces poor interaction with the perovskite
absorber, thus inducing non-contacting sites as charge recom-
bination centres, thereby reducing the device efficiency. The
high-temperature treatment causes the SCN� ions to diffuse
near the perovskite/HTL interface, resulting in the degradation of
the device performance, which can be impeded either by vacuum-
assisted thermal treatment501 or K-SCN post-treatment.502

PSCs employing a CuSCN HTL exhibited a PCE of 13.3%,
which degraded faster under elevated temperatures in ambient
atmosphere. Therefore, the critical instability caused by the
interfacial degradation of the heterojunction of CuSCN and
perovskite in a dry N2 environment was resolved with rudimen-
tary on-cell encapsulation using an additional coating of insu-
lating poly-methyl-methacrylate (PMMA).503 The mesoporous
and rough surface of a 600–700 nm-thick CuSCN layer utilized
in conventional and mesostructured PCSs attained a maximum

Fig. 28 (a) Schematic of CuI islands formed on TiO2 compact layer and subsequent deposition of perovskite layer. In CuI-modified TiO2 (CuI@TiO2)-
based PSCs, electrons move from the perovskites to the exposed TiO2 surface instead of CuI islands because of its high conduction band energy level.
(b) Interfaces with various amounts of CuI islands. (c) FF and PCE of devices with various concentrations of CuI.490 Reprinted with permission from
(Adv. Energy Mater., 2017, 8, 1702235). Copyright (2017), John Wiley & Sons.
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of PCE of 12%.496,504 However, a very thin (40 nm) uniform and
compact CuSCN film furnished a higher degree of trans-
parency, rendering a PCE of 16%, given that it efficiently
generates a higher photocurrent and mitigates the recombina-
tion losses at the interface.499 The well-aligned junction geo-
metries of the nanostructured arrays substantially increase the
light trapping by reducing reflection losses, and also improve
the carrier extraction by increasing the interfacial area at the
perovskite/HTL interface. However, the hexagonal 3D prism, 2D
pyramid, and 1D nanowire-like structures of the CuSCN HTL
produced uncontrolled defect density and oversized growth of
perovskite, restricting the PCE to o12%.505 Importantly, the
incorporation of CuSCN in the mesoporous perovskite absorber
layer resulted in the formation of a bulk heterojunction, which
facilitated faster hole extraction with a resulting PCE of
415%.506

The deposition of the CuSCN HTL overlayer causes damage
to the perovskite absorber. Therefore, a protective buffer sol-
vent layer of chlorobenzene507 and PDMS508 was placed over
the perovskite before the deposition of CuSCN, which not only
hampered the formation and migration of defects but also
promoted the crystallization of CuSCN to benefit the charge
extraction at the interface (Fig. 29). However, the use of NH3

(aq) as a substitute to the commonly used diethyl sulfide
solvent is seen to reduce the shunting pathways and interfacial
current losses, resulting in a PCE of 17.5%.362 Further, a fast
solvent removal process facilitates the formation of a compact
and conformal CuSCN layer, which serves towards rapid charge
extraction and collection. The potential-induced degradation of
the CuSCN/Au contact provoked the operational instability of
the PSCs with a PCE exceeding 20%. Accordingly, the inclusion
of a conductive rGO spacer between CuSCN and Au avoids the
electrical potential-induced reaction at their interface, forming
an undesirable barrier and exceptionally improving the stability
(i.e., 495% of the initial PCE at 60 1C for 1000 h aging).509

However, rGO has been seen to fail in improving the hole
extraction and electron blocking, which cannot further enhance
the PCE. Therefore, the introduction of ultrathin polymers
layers of DTB510 and PTB7511 over CuSCN has gained attention.

These innovative alterations have enhanced the hole extraction
efficiency by cascading energy levels and providing environ-
mentally stable PCEs of above 20% for over 41000 h of light
illumination. Considering the dissimilarity around the defects
structures, multi-component systems have been found to be
helpful for the passivation of defects. The interfacial treatment
of functional molecules such as Pr-ITC and Ph-DITC has been
found to be effective in controlling the perovskite/CuSCN interface,
resulting in a PCE of 19.17% PCE with an enhanced VOC.

512

Recently, Kim et al.513 introduced CuSCN/P3HT composites
to address the instability of PSCs towards high-moisture
conditions. The hole-extractive CuSCN, when combined with
a p-type conductive polymer, initiated oxidative activities and
triggered in-situ p-doping of polymers, thereby improving the
interfacial charge transportation and device performance.
Alternatively, the coordination strategy, where the coordination
bond between CuSCN and ligands (e.g., pyridine derivative)
forms a stable intermediate phase, has been found to be
exceptionally good for realizing a compact CuSCN HTL by
reducing the formation of intermediate adducts and enabling
faster recrystallization. Consequently, it facilitated hole extrac-
tion and suppressed charge recombination at the interface,
resulting in a PCE of 19.2%.514 Besides, CuSCN is either doped
or combined with organic HTLs such as F4TCNQ,515 PEDOT:
PSS,516 and spiro-OMeTAD517 to reduce the energy barrier and
improve the charge extraction at the interface.

Overall, the theoretically predicted PCE of 25%518 for
the device utilizing CuSCN HTL, where Cu–I and Pb–N bonds
form at the interface, inducing more significant electrostatic
potential and electron–hole pair excitation, is highly encouraging.
However, one should always consider that the molecular (atomic)
adsorbates such as iodide and lead present in the perovskite
absorber interact with CuSCN at the interface and form the PbI2
moiety, leading to additional empty states in the bandgap of
CuSCN and tailoring the corresponding optoelectronic properties.
Therefore, theoretical studies on the passivation of CuSCN and
interaction of solvent molecules (DMSO or DMF) with CuSCN
need to be thoroughly devoted to the molecular interfacial
engineering of CuSCN HTLs for realizing excellent PCEs.

Fig. 29 (a) Trap distribution spectra and (b) J–V characteristics measured in the dark for the MAPbI3/CuSCN-based PSCs with and without the PDMS
interlayer. (c) Schematic of the cross-linking PDMS interlayer. The resistive and defective features of the PSCs are estimated from the curves in (a) fitted
with slid lines. The arrows in (b) indicate the trap-filled limit voltages (VTFL).508 Reprinted with permission from (ACS Appl. Mater. Interfaces, 2019, 11,
46818–46824). Copyright (2019), the American Chemical Society.
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5.1.7. Other inorganic HTLs. Delafossite materials with the
general chemical formula of ABO2, where A (RCu), B (RAl,
Ga, Cr), and O bear +1, +3, and �2 states, respectively, have also
attracted scientific attention to understand their photoactivity.
These layers are composed of edge-sharing BO6 octahedrons
linked by triangular sheets of monovalent A+ ions in the ABO2

materials and possess high mobility, wide bandgap, and excel-
lent stability. However, limited delafossite materials have been
explored as HTLs for PSCs. CuAlO2 (CAO) exhibiting a bandgap
of B3.75 eV and hole mobility of B3.6 cm2 V�1 s�1 519 is one of
them. However, CAO, possessing decent optical transparency
and thermal/chemical stability, has processing issues due to
the need for high-temperature processing to gain pure poly-
crystalline delafossite form, and the complex Al chemistry
prohibits the efficient synthesis of nanostructures. However,
its amorphous phase, which provides a band gap of B3.86 eV,
has attracted attention due to its nonreactive behaviour with
ITO or other HTL materials during deposition. Therefore,
Igbari et al.520 introduced magnetron-sputtered CAO thin films
below a PEDOT:PSS HTL in planar PSCs. The variation in the
thickness of the CAO film tailored the energy level alignment
and reduced the charge transfer resistance at the HTL/perovs-
kite interface, which yielded an optimized PCE ofB14.52% and
stable performance with efficiency retention of 90% over 250 h
in the ambient atmosphere without encapsulation. Further,
the incorporation of 23% CuO in the uniformly distributed
CAO nanoparticles enhanced the electrical conductivity, which
further reduced the interfacial charge recombination and
induced faster charge collection to render a higher PCE of
16.3%. Recently, PANI introduced during the electro-spray
process to form a CAO/polyaniline (PANI) composite film
delivered an B5% larger efficiency for the optimized wt% of
CAO (i.e., 0.1%) than pure PANI film.521 The addition of PANI
improved the interconnectivity between the CAO nanoparticles,
enabling the conformal film coating of a CAO HTL, and
enhanced the hole conduction into the organic polymer. Never-
theless, the excessive aggregation of CAO induced high surface
roughness and increased the series resistance by segregating
the CAO and polymer.

CuCrO2 (i.e., CCO) is another delafossite material with a
hole mobility of 0.1–1 cm2 V�1 s�1, valence band maximum of
�5.3 eV w.r.t. the vacuum level, and a bandgap of 3.1 eV,519

which can offer the tuning of the energy levels by altering
the phase composition. Low-temperature solution-processed
CCO nanocrystals demonstrated a PCE of B19% as HTLs in
PSCs and acted as an excellent UV inhibitor, protecting
the perovskite absorber from UV-induced degradation.522

Although DFT analysis proposed the formation of distinct
hexagonal 2H (space group P63/mmc) and rhombohedral 3R
(space group R %3m) polytypes of CCO, both are stable and
deliver identical optoelectronic properties.523 Besides the
inverted device structure, CCO nanoparticles were utilized
with a triple cation perovskite light absorber to form a highly
stable n–i–p structure, exhibiting an efficiency of 16%.524

A bigger VB offset does not favour hole transfer, whereas a
lower electron affinity favours electron-blocking. Therefore,

Qin et al.525 employed different Cu/Cr ratios to modulate
the energy levels and phase composition of a CCO film to
improve the hole-collection and electron-blocking ability.
These Cr-terminated polar CCO films achieved a respectable
PCE of 17.19% (Fig. 30).

Yang et al.526 introduced an azeotropic-promoted doping
approach for CCO to explore cost-effective commercialization
aspects. The d–d excitation of the Cr3+ cations at the oxygen
octahedrons of the delafossite structure causes the low trans-
parency of CCO. The replacement of Cr3+ by In3+ (i.e., doping)
decreases the absorption of d-d and improves the conductivity
(i.e., carrier mobility) and transmittance of CCO, which are
beneficial for solar-light harvesting and hole transport, and
consequently an impressive PCE of 20.54% was achieved.
Furthermore, considering the band alteration due to the
doping of metallic elements, Mg has also been introduced in
CCO. The smaller ionic radius of Mg than Cr overlaps the Cu
d-orbitals by reducing the Cu–Cu bond distance, resulting in
improved charge mobility and conductivity, which produces an
efficiency close to 13%.527

CuGaO2 (i.e., CGO) is also a prominent HTL material with
high carrier mobility (B10�1 cm2 V�1 s�1) and a bandgap of
B3.58 eV, furnishing a well-matched energy level with perovs-
kite absorbers.519 However, the aggregation of CGO results in a
larger particle size, which is incapable of enabling the for-
mation of a compact pinhole-free film, hindering its use as an
HTL. Therefore, a surfactant such as Pluronic 123 was utilized
to synthesize CGO nanoparticles with a diameter ofo10 nm.528

Moreover, the use of CGO with CuSCN improved the PCE
to 16% by reducing the trap density of cells.529 Besides the
increased efficiency, a bilayer HTL was shown to offer high
thermal stability, retaining 80% of the initial efficiency after
exposure to a temperature of 85 1C and 85% relative humidity
(RH) condition (encapsulated) for 400 h. Furthermore, Zn2+

doping (i.e., 5%) enhanced the hole mobility of pristine CGO
(i.e., from 3.81 � 10�2 to 1.39 � 10�1 cm2 V�1 s�1), which
yielded an efficiency of B20% and high inertness to humidity
and temperature.530 Chen et al.531 reported the development of
mesoscopic inverted device structures utilizing compact NiOx

and CGO mesoporous layers. The graded band alignment
formed at the HTL with compact NiOx and mesoporous CGO
was shown to enable higher hole extraction, leading to an
efficiency of B19%. Further, solution-processed CGO nano-
plates were coated on the perovskite absorber to form an n–i–p
device structure, effectively lowering the monomolecular
Shockley–Read–Hall (SRH) recombination and providing a
PCE of B18%.363 Recently, a 3D hybrid HTL consisting of
Cr-doped CGO nanoplates and NiO nanoparticles yielded a
PCE of B20%. The nanoplates acted as expressways for hole
extraction, whereas the ultrafine NiO nanoparticles modified
the surface properties.532

Besides delafossite materials, various inorganic materials
such as CuS, FeS2, CuZnS, and CZTS have been investigated for
their application as HTLs in PSCs. The use of CuS nanoparticles
uniformly deposited on ITO without compromising the rough-
ness and transmittance of the ITO substrate resulted in an
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efficiency of B16% with CH3NH3PbI3 as the light absorber,
although its VOC was limited to B0.8 V due to the considerable
offsets in valence band levels at the CuS/perovskite interface.533

High hole mobility CuS nanoparticles have been incorporated
in carbon to form a CuS/C composite HTL and improved the
hole mobility.534 Moreover, digenite CuZnS nanocrystals were
formed by partially replacing Cu with Zn in the covellite CuS
structure and tested as HTLs in PSCs. The ternary CuZnS
material showcased its potential as an HTL by yielding an
efficiency of B18%.535 High-purity kesterite Cu2ZnSnS4 (CZTS)
nanocrystals as an inorganic HTM with CH3NH3PbI3 perovskite
achieved an efficiency of B15% and remarkable FF of 81%.536

Further, quantum dots of CZTS as HTLs were tested with
all-inorganic CsPbBr3 perovskite absorbers, showing a promis-
ing efficiency of B5%.537 The thickness of the light-absorbing
CZTS HTLs in inverted PSCs plays a prominent role in control-
ling the irradiation over the perovskite light absorber.538

Interestingly, numerical simulations have identified the plau-
sible tailorability of the Cu2Zn(Sn1�xGex)S4 bandgap and band
offsets at the perovskite/HTL interface through the partial
replacement of Sn with Ge (i.e., x = 0.8) and predicted a theo-
retical efficiency of B20% in combination with CH3NH3PbI3 as
a light absorber.539 Koo et al.540 observed an efficiency ofB13%
with octadecylamine-capped FeS2 nanoparticles, preventing
moisture attack in the perovskite light absorber, thereby retain-
ing stability for 1000 h. Further, the hole quenching capacity of

iron pyrite FeS2 is comparable to that of the benchmark spiro-
OmeTAD, but its efficiency is not higher to the defect-mediated
recombination at the FeS2/perovskite interface, where low-
energy photons are left largely unutilized with non-productive
recombination events taking place.541 Although FeS2 is 300 times
cheaper than spiro-OmeTAD, its inefficient hole collection
needs to be improved by using a capping ligand. Moreover,
a wide bandgap p-type quaternary chalcogenide Cu2BaSnS4
semiconductor having favourable band alignment with a
CH3NH3PbI3 perovskite light absorber and high carrier mobi-
lity (B10 cm2 V�1 s�1) was shown to exhibit an efficiency of 10%
in inverted PSCs.542 Similarly, spinel oxides of Ni, Co, Cu, etc. (such
as CuCo2O4 and NiCo2O4) have been explored as HTLs in PSCs
due to their high electrical conductivity, high optical transparency
in the UV-Vis-NIR region, and well-matched energy levels to
the perovskite absorber.543,544 The low-temperature solution-
processable monodispersed spinel NiCo2O4 oxide nanoparticles
synthesized via a combustion method show high electrical con-
ductivity (B4 S cm�1) and low roughness (0.56 nm), delivering an
efficiency ofB15% for the optimized film thickness of 15 nm with
higher transmittance and better charge collection.545 Likewise,
various doping strategies543 have been explored to investigate the
practicality of spinel NiCo2O4 as HTLs in PSCs. Thus, besides the
traditional inorganic HTLs used in PSCs, various combinations of
pristine novel p-type materials need to be tested for their hole
quenching capabilities.

Fig. 30 (a) Schematic, (b) J–V characteristics under illumination, and (c) a cross-sectional SEM image of PSCs consisting of CuyCrzO2 film. (d) Band
energy level diagram of PSCs comprised of CuyCrzO2 HTL in various volume ratios of y : z = 1 : 0, 4 : 1, 2 : 1, 1 : 1, 1 : 2, 1 : 4, and 0 : 1.525 Reprinted with
permission from (Solar RRL, 2017, 1, 1700058). Copyright (2017), John Wiley & Sons.
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5.2. Organic HTLS

Several organic HTMs previously used in DSSCs and organic
bulk heterojunction solar cells, which satisfy the requirements
of PSCs, have been tested as HTLs to improve the performance.
2,20,7,70-Tetrakis-(N,N-di-4-methoxyphenylamino)-9,90-spirobi-
fluorene (spiro-OMeTAD) is one of the widely used organic
small molecule p-type semiconductors and dominant solid-
state HTLs in PSCs. The large bandgap (about 3 eV) with a deep
HOMO level of spiro-OMeTAD located at �5.2 eV eases the
acceptor transport frommost of the perovskite absorbers to the
external contact.546 Although spiro-OMeTAD has been proven to
be the best HTM with good thermal stability owing to its high
melting temperature, it suffers from poor conductivity (6 �
10�5 mS cm�1) and hole mobility (2 � 10�4 cm2 V�1 s�1).547

Thus, different strategies have been employed to deal with these
issues, as follows: (a) doping to improve the conductivity together
with hole mobility and to expedite the oxidation process;
(b) designing novel synthesis processes to improve the film
quality, coverage, and avoid pinholes; and (c) controlling the

defects and hydrophobic nature at the interface. Butyl pyridine
(TBP) and lithium salt (LiTFSI) are the most common dopants
that increase the hole mobility of spiro-OMeTAD,81 but PSCs
suffer from low stability with the introduction of the hygroscopic
lithium. The doping of CuSCN and CuI in spiro-OMeTAD reduced
the amount of pinholes and improved its crystallinity, which
protected the perovskite absorber from humidity and exhibited
an efficiency of B18%.548 However, spiro-OMeTAD suffers from
complicated synthesis and is B20 times more expensive than
gold.549 Recently, a mixture of PbS/spiro-OMeTAD and potassium
persulfate (KPS)-doped spiro-OMeTAD HTLs exhibited a PCE of
above 20%.550,551

Likewise, poly(3,4-ethylene dioxythiophene):poly(styrenesul-
fonate) (PEDOT:PSS) is a typical choice as an HTL for inverted
PSCs (p–i–n type), which shows high optical transparency in the
visible region and exhibits the HOMO level of �5.3 eV, match-
ing well with the perovskite. Unfortunately, PEDOT:PSS in its
pristine form suffers from low conductivity (10�3 S cm�1), poor
hole mobility, and hygroscopic and acidic nature.552,553 Thus,
to overcome these issues, PEDOT:PSS is either treated with a
dimethylformamide (DMF)/methanol mixture or annealed with
non-polar vapours of toluene, which improves its conductivity,
reduces its trap state density, and facilitates smooth charge
transfer at the PEDOT:PSS/perovskite interface, resulting in an
improved PCE than the pristine HTL.553,554 Separately, the
development of a PEDOT:PSS toluene-based ink coated over
the perovskite absorber in the conventional planar (n–i–p type)
device architecture has attracted attention from the scientific
and industrial community.555 The absorbance of PEDOT films
is very low in the UV-visible region, causing less parasitic losses
during the second pass through the perovskite layer and
resulting in an increased photocurrent with a PCE of 14.5%
(Fig. 31). Further, the addition of island-like GeO2 particles
in PEDOT:PSS film served well as growth sites for perovskite
absorbers with better crystallinity,556 resulting in a PCE ofB15%.

Fig. 31 (a) Absorbance spectra of B230 nm-thick PEDOT films (red
circles) and B280 nm-thick spiro-OMeTAD films doped with Li-TFSI (blue
triangles) deposited on glass. (b) Steady-state PL spectra and (c) time-
resolved PL decay exited at 507 nm of perovskite films coated with PMMA
(black squares), PEDOT (red circles), and spiro-OMeTAD (blue triangles),
respectively.555 Reprinted with permission from (J. Phys. Chem. Lett., 2015,
6, 1666–1673). Copyright (2015), the American Chemical Society.

Fig. 32 Comparative study of the influential HTLs developed by year to
gain the best maximum efficiency in the last decade (collected from ISI
Web of Knowledge up to 31st December 2021).574
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Table 2 A brief summary of inorganic HTLs processed with various synthesis methods and their corresponding device performance parameters

S. no. Device configuration Methoda VOC (V) JSC (mA cm�2) FF PCE (%) Year Ref.

Nickel oxide (NiO)
1. ITO/NiOx/TPA-BA/PC61BM/BCP/Au SC 1.15 23.36 0.829 22.25 2022 570
2. FTO/S-NiO/CH3NH3PbI3/PC61BM/BCP/Au SC 1.13 22.56 0.78 19.91 2022 578
3. ITO/NiOx/Cs0.5(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3/

PS-PAN/PCBM/C60/BCP/Cr/Au
SC 1.12 23.51 0.836 22.02 2021 569

4. ITO/NiOx/RT-MAPb(I1�xClx)3/PCBM/BCP/Ag SC 1.16 23.52 0.847 23.07 2020 568
5. ITO/Al:NiOx/CH3NH3PbI3/PCBM/am-TiO2/Ag SC 1.06 24.34 0.813 20.84 2020 403
6. FTO/c-TiO2/Al2O3/FA0.026MA0.974PbI3�yCly-Cu:NiO/

spiro-OMETAD/Au
CP/SC 1.05 24.51 0.805 20.67 2020 388

7. FTO/Ni2O3/MA0.85FA0.15PbI0.9Cl0.1/PCBM/BCP/Ag SC 1.06 19.66 0.826 17.89 2020 385
8. ITO/Li:CO-NiO/MA1�yFAyPbI3�xClx/PC61BM/BCP/Ag SC 1.09 23.8 0.78 20.1 2019 409
9. FTO/NiO NCs/mp-NiO/CH3NH3PbI3/PC61BM/BCP/Au ST 1.11 22.20 0.741 18.17 2019 579
10. FTO/NiO/MA1�yFAyPbI3�xClx/PCBM/BCP/Ag C 1.12 23.7 0.76 20.2 2018 381
11. ITO/Ag:NiOx/CH3NH3PbI3/PCBM/BCP/Ag SC 1.08 19.70 0.783 16.86 2018 394
12. FTO/NiO/CH3NH3PbI3/PCBM/BCP/Ag RFS 1.05 20.57 0.752 16.29 2018 580
13. FTO/Cs:NiOx/CH3NH3PbI3/PCBM/ZrAcac/Ag SC 1.12 21.77 0.793 19.35 2017 400
14. FTO/c-TiO2/NiO NTs + CH3NH3PbI3/spiro-OMETAD/Au ES 1.12 22.7 0.752 19.3 2017 581
15. FTO/NiMgOx/CH3NH3PbI3/PCBM/ZnMgO/Al DCS 1.08 21.3 0.79 18.2 2017 404
16. ITO/NiOx/CH3NH3PbI3/PCBM/Ag SC 1.07 20.58 0.748 16.47 2016 567
17. ITO/Cu:NiOx/CH3NH3PbI3/bis-C60/Ag C 1.05 22.23 0.76 17.74 2015 566
18. ITO/Cu:NiOx/CH3NH3PbI3/PC61BM/C60/Ag CP 1.12 19.17 0.73 15.4 2015 582
19. ITO/NiOx/CH3NH3PbI3/PCBM/BCP/Al RFS 1.00 17.4 0.61 10.7 2014 565

Cobalt oxide (CoOx)
20. ITO/Zn,Li+:CoOx/CH3NH3PbI3/PCBM/BCP/Ag SC 0.93 19.7 0.639 11.64 2021 583
21. ITO/Li–Co3O4/CH3NH3PbI3/PCBM/ZnO/Ag SC 1.04 20.66 0.65 13.96 2020 444
22. FTO/CoO/Cs0.05(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3/PCBM/Ag LEP 0.99 18.9 0.572 10.1 2020 447
23. ITO/TiO2/Cs0.05(MA0.15FA0.85)0.95Pb(I0.85Br0.15)3/

CoO/spiro-OMETAD/Au
ST 1.18 23.19 0.757 20.70 2019 448

24. FTO/TiO2/CH3NH3PbI3/ZrO2/Co3O4/C CP 0.88 23.43 0.64 13.27 2018 442
25. FTO/Co1�yCuyOx/CH3NH3PbI3/PCBM/Ag DCS 0.93 17.98 0.599 9.98 2017 441
26. FTO/Ni:CoOx/CH3NH3PbI3/PCBM/Ag DCS 0.99 15.96 0.607 9.63 2017 584
27. ITO/CoOx/CH3NH3PbI3/PCBM/Ag SC 0.95 20.28 0.755 14.5 2016 440

Copper oxide (CuOx)
28. FTO/c-TiO2/mp-TiO2/CH3NH3PbI3/CuO/C SC 0.83 16.98 0.55 7.75 2022 575
29. ITO/CuOx/CH3NH3PbI3/PCBM/Ag RFS 1.06 27.14 0.786 22.56 2021 464
30. ITO/NiOx/CuOx/CH3NH3PbI3/PCBM/Au SC 1.12 22.29 0.783 19.91 2021 462
31. ITO/SnO2/CsFAMA/Cu2O-CuSCN/Au SC 1.05 23.23 0.784 19.2 2020 469
32. FTO/Cu2O/CH3NH3PbI3/SiO2/GZO/Ag RFS 1.12 20.90 0.786 18.4 2020 466
33. FTO/c-TiO2/mp-TiO2/Cs0.05MA0.14FA0.81PbI2.55Br0.45/Cu2O/Au SC 1.15 22.2 0.742 18.9 2019 467
34. FTO/TiO2/CH3NH3PbI3/Cu2O/Au SC 1.13 22.53 0.673 17.23 2019 465
35. FTO/TiO2/CH3NH3PbI3/spiro-OMeTAD/Cu2O/Ag IBS 1.03 22.46 0.741 17.11 2018 459
36. ITO/CuOx/CH3NH3PbI3/PC61BM/ZnO/Al SC 1.03 22.42 0.76 17.43 2017 452
37. ITO/CuOx/CH3NH3PbI3/C60/BCP/Ag SC 0.99 23.2 0.744 17.1 2016 461
38. ITO/Cu2O/CH3NH3PbI3/PC61BM/Ag RFS 0.95 17.5 0.662 11.03 2016 453
39. ITO/Cu2O/CH3NH3PbI3/PC61BM/Al DipC 1.07 16.52 0.755 13.35 2015 361

ITO/CuO/CH3NH3PbI3/PC61BM/Al 1.06 15.82 0.725 12.16

Vanadium oxide (VOx)
40. ITO/Cs-VOx/PTAA/CH3NH3PbI3/PCBM/BCP/Ag SC 1.08 22.47 0.79 19.64 2021 577
41. ITO/PTAA/VOx/CH3NH3PbI3/PCBM/C60/LiF/Al SC 1.12 22.65 0.75 18.9 2021 427
42. ITO/VOx/CH3NH3PbI3/PCBM/ZnO/Al RFS 1.00 20.7 0.66 13.66 2021 421
43. ITO/SnO2/PCBA/CsFAPbI3/MAI/PTAA/VOx/Ag TE 1.044 24.6 0.78 20.1 2020 430
44. ITO/PEDOT:PSS/PEDOT:PSS-VOx/CH3NH3PbI3/PCBM/C60/LiF/Al SC 1.02 22.98 0.77 18.0 2020 416
45. ITO/V2O5:PEDOT:PSS/PTB7-Th:PC71BM/PDINO/Al SC 0.80 16.83 0.701 9.44 2020 437
46. ITO/PEDOT:PSS/VOx/CH3NH3PbI3/PCBM/C60/BCP/Al SC 0.969 20.3 0.722 14.22 2019 418
47. FTO/VOx/CH3NH3PbI3/PCBM/Al SC 0.99 20.98 0.761 16.06 2018 576
48. FTO/TiO2/(FAPbI3)0.85(MAPbBr3)0.15/NiPc-(OBu)8/V2O5/Au SC 1.07 23.0 0.728 17.9 2017 438
49. ITO/VOx/APPA/CH3NH3PbI3/PC61BM/BCP/Ag SC 0.96 19.42 0.752 14.07 2017 424
50. ITO/VOx/CH3NH3PbI3/PCBM/Al SC 0.90 22.29 0.71 14.23 2016 417

Copper iodide (CuI)
51. ITO/SnO2/FAxMA1�xPbI3�yCly/CuI/PDMS/Au SP 0.795 19.3 0.538 8.3 2022 573
52. ITO/CuI/CuSCN/CH3NH3PbI3/PCBM/carbon ED 1.10 20.26 0.78 20.35 2021 572
53. ITO/PEDOT:PSS/CuI/CH3NH3PbI3/PCBM/BCP/Al SC 0.977 23.13 0.737 16.65 2021 487
54. FTO/CuSCN@CuI/CH3NH3PbI3/PC61BM/carbon ED 1.08 18.24 0.79 15.58 2021 585
55. PTTA/CuI/FA0.05MA0.95PbI3/PCBM/C60–N/Ag SC 1.057 24.8 0.77 20.34 2020 488
56. FTO/CuI/PEDOT:PSS/(FASnI3)0.6(MAPbI3)0.4/C60/BCP/Cu SC 0.75 28.5 0.737 15.75 2020 479
57. ITO/CuI/HaP/PCBM/AZO/Ag SC 0.99 19.39 0.74 14.21 2020 480
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Furthermore, different doping materials such as WO3, EMIC
(1-ethyl-3-methylimidazolium chloride), CuSCN, and 3-(cyclo-
hexylamino)-2-hydroxy-1-propane sulfonic acid (CAPSO) have
been employed to achieve the required electronic and optical pro-
perties at the PEDOT:PPS HTL/perovskite interface.516,552,557,558

Poly(3-hexylthiophene) (P3HT) has been recommended as a
promising organic HTL due to its larger-area solution proces-
sability, excellent optoelectronic properties, good hole mobility
(0.1 cm2 V�1 s�1),559 and hydrophobic surface (contact angle
41001)560 compared to other organic HTLs. Recently, Jung
et al.559 employed P3HT as the HTL in PSCs and achieved a
PCE of 22.7%, which retained 16% over a large area (25 cm2).
The surface treatment of P3HT using a gallium-based ligand,
i.e., gallium(III) acetylacetonate (Ga(acac)3), interacted with
the defects on the perovskite layer and modified the P3HT/
perovskite interface, resulting in PCE of 24%.561 Moreover, the
comparative performance of spiro-OMeTAD, P3HT and 4-(diethyl-
amino)-benzaldehyde diphenyl-hydrazone (DEH) as the HTL in

PSCs showed a better light absorption for P3HT in the visible
region compared to spiro-OMeTAD and DEH; besides, a negli-
gible change in photon conversion efficiency.562 In addition,
other organic HTLs such as poly[bis(4-phenyl)(2,4,6-trimethyl-
phenyl)-amine] (PTAA),563 polyaniline doped with camphor
sulfonic acid (PANI-CSA),564 and tetraphenyl benzidine and
MeO-triphenylamine (TPB-n-MOTPA) have been employed in
PSCs as alternative organic HTLs.

Although the overall efficiency of PSCs generally increases
with the use of organic HTLs, their high cost, requirement of
very high purity, complicated synthesis process in an inert
atmosphere, hydrophilic nature of the surface, requirement of
surface treatment, and long-term instability continue to be
prime concerns. The stability of the devices is reduced drasti-
cally due to the use of hygroscopic dopants, which triggers the
degradation of the perovskite layer. In the future, these draw-
backs need to be targeted to develop effective strategies for easy
processing in the ambient atmosphere.

Table 2 (continued )

S. no. Device configuration Methoda VOC (V) JSC (mA cm�2) FF PCE (%) Year Ref.

58. FTO/Cu@CuI//PCBM/ZnO/Ag SC 1.06 23.31 0.761 18.80 2019 486
59. FTO/NiO/CuI/CH3NH3PbI3/PCBM/BCP/Ag SC 1.07 20.60 0.69 15.26 2019 489
60. FTO/c-TiO2/mp-TiO2/CH3NH3PbIxCl3�x/CuI/Pt-FTO PPT 0.67 24.23 0.50 8.1 2019 476
61. ITO/CuI/CH3NH3PbI3�xClxPC61BM/PEI/Ag SC 1.05 20.05 0.69 14.53 2018 571

ITO/CuI/CuSCN/CH3NH3PbI3�xClxPC61BM/PEI/Ag 1.11 22.33 0.76 18.76
62. ITO/Cu(Tu)I–CH3NH3PbI3�xClx/C60/BCP/Ag SC 1.12 22.3 0.798 20.0 2017 491
63. FTO/Na–TiO2/CH3NH3PbI3/CuI/ S 1.03 22.78 0.75 17.6 2017 478
64. FTO/CuI/CH3NH3PbI3/PCBM/PEI/Ag VI 1.04 20.9 0.68 14.7 2017 484
65. ITO/CuI/CH3NH3PbI3/C60/BCP/Ag SC 1.01 22.9 0.728 16.8 2016 485
66. ITO/TiO2/CH3NH3PbI3�xClx/CuI/spiro-OMeTAD/Ag SC 1.06 21.52 0.73 16.67 2016 548
67. FTO/TiO2/CH3NH3PbI3/CuI/Au TE 0.73 32.72 0.31 7.40 2016 481
68. FTO/CuI/CH3NH3PbI3/PCBM/Al SC 1.04 21.06 0.62 13.58 2015 482
69. FTO/c-TiO2/mp-TiO2/CH3NH3PbI3/CuI/Au DC 0.55 17.8 0.62 6.0 2014 477

Copper thiocyanate (CuSCN)
70. FTO/c-TiO2/CH3NH3PbI3/CuSCN/Au SC 0.981 23.77 0.724 16.89 2022 586
71. FTO/c-TiO2/CH3NH3PbI3/CuSCN/Au SC 0.93 17.2 0.63 10.1 2022 587
72. FTO/TiO2/CsPbI2Br/CsBr/CuSCN/Au SC 1.05 12.3 0.76 9.96 2022 588
73. ITO/SnO2/FA1�yMAyPbBr3�xIx/CuSCN/DTB/Au SC 1.15 24.31 0.786 21.7 2020 510
74. FTO/c-TiO2/mp-TiO2/CH3NH3PbI3/CuSCN/Au SC 0.83 22.15 0.60 11.02 2020 589
75. FTO/TiO2/Cs0.05FA0.81MA0.14PbI2.55Br0.45/CuSCN/Au SBND 1.074 23.17 0.756 18.74 2019 590
76. FTO/TiO2/CH3NH3PbI3/PSC-CuSCN/Au SC 1.068 22.85 0.761 18.57 2019 512
77. FTO/c-TiO2/mp-TiO2/Cs0.05(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3/

CuSCN/ITO
SC 0.978 20.2 0.721 14.2 2019 591

78. ITO/r-GO/CuSCN/CH3NH3PbI3/PCBM/BCP/Ag SC 1.031 18.21 0.761 14.28 2018 592
79. FTO/TiO2/CH3NH3PbI3/CuSCN/Au S 1.013 23.10 0.731 17.10 2017 500
80. ITO/3D-CuSCN/CH3NH3PbI3/C60/Bphen/Ag ED 0.92 19.45 0.69 11.89 2017 505

ITO/2D-CuSCN/CH3NH3PbI3/C60/Bphen/Ag 0.82 18.56 0.61 9.19

Other inorganic HTLs
81. ITO/CuBr/CH3NH3PbI3/PCBM/C60-N/Ag SC 1.03 23.15 0.738 17.65 2022 593
82. FTO/TiO2/Cs0.05(MA0.17FA0.83)0.95Pb(I0.83Br0.17)3/

CuIn0.75Ga0.25S2/C
SC 1.08 23.86 0.62 15.93 2020 594

83. FTO/TiO2/CH3NH3PbI3/Fe3O4/Au SC 1.13 19.29 0.71 15.42 2020 595
84. FTO/NiCoOx/CH3NH3PbI3/PCBM/BCP/Ag SC 1.08 22.27 0.833 20.03 2019 596
85. ITO/c-CuCrO2/CH3NH3PbI3/PCBM/BCP/Ag HT 1.07 21.94 0.81 19.0 2018 522
86. ITO/LiCoO2/CH3NH3PbI3/C60/BCP/Ag RFS 1.06 22.5 0.8 18.88 2018 445
87. FTO/c-TiO2/CH3NH3PbI3�xClx/CuGaO2/Au HT 1.11 21.66 0.77 18.51 2017 363
88. ITO/CuAlO2/PEDOT:PSS/CH3NH3PbI3�xClx/PCBM/Ag DCS 0.88 21.98 0.75 14.52 2016 520

a SC = spin coating, CP = chemical or co-precipitation method, RFS = RF sputtering, DCS = DC sputtering, SP = screen printing, ST = solvothermal,
HT = hydrothermal, ED = electrochemical deposition, IBS = ion beam sputtering, ES = electro-spinning, LEP = ligand exchange process, TE =
thermal evaporation, SBND = smart bottle neck deposition, DC = drop casting, VI = vapour iodization, PPT = powder press technique, DipC = dip
coating, S = spray, and C = combustion.
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Similar to ETLs, numerous HTLs have delivered high PCEs
despite their distinct electrical, optical, and interfacial proper-
ties. HTLs have tailored the device performance and efficiency
when utilized with different perovskite coating layers in PSCs.
The highest efficiencies proclaimed in the most prominent
recent reports from a variety of HTLs are shown in Fig. 27.
The initial B6% efficiency reported for PSCs utilizing oxides of
Ni Cu, Co, and V as HTLs to from an HTL/perovskite hetero-
junction has recently been boosted to B23% (Fig. 32) with
their advancement in terms of doping, co-doping, composite
formation, decoration, etc. A brief summary of the inorganic
HTLs processed with various synthesis methods and their
corresponding device performance parameters are provided
in Table 2. Therefore, the future development of novel HTLs
should be explored, focusing on enhanced PCE and sustainable
and cost-effective device designs. Finally, the easy, quick, low
cost and low-temperature processing of each of the layers of
PSCs is an extremely important and decisive consideration for
the commercialization of this technology. Therefore, alternative
methods are desirable to explore for the cost-effective proces-
sing of various HTLs in the ambient atmosphere. Besides, a
significant variation in the device performance can be observed
when the devices are tested for a small area and scaled to large-
area devices. The uniform interface over a larger area is a major
concern, which affects the performance and stability of the
device under testing. In this scenario, there is plenty space
for investigation and finding new materials and processing
methods for HTLs, to bring the commercialization of this
technology one step closer.

6. Summary and outlook

The past few years have witnessed the significant role of the
transport layers on the performance of PSCs and a notable
upshot among the PSC devices. Some of the important features
attracting researchers in this area are the cost-effective synth-
esis procedures, use of solar energy, engineering compatibility
of ETLs and HTLs, altering the carrier mobility, band edge
alignment, carrier concentration, conductivity, optical trans-
parency, and other optoelectronic properties of the transport
layers, effects of trap states, dopant and defects on the device
performance, charge transport and recombination at the
ETL/perovskite interface, etc. Nevertheless, the most essential
is the development of ideal transport layers.

Both organic and inorganic PSCs have shown promise to
meet future energy demands. Unlike 3D perovskites predomi-
nantly suffering from instability, low-dimensional well-oriented
perovskites may exhibit enhanced long-term stability. However,
other supporting layers utilized with bulk and low-dimensional
perovskites can alter the performance and stability of PSCs.
Among the layers, the transport layers play a crucial role in
maintaining and efficiently separating the photogenerated
charge carriers and further boosting the solar efficiency and
long-term stability. Engineering compatible transport layers
with the perovskite light absorbers is essential given that the

ETLs and HTLs perform peculiar functionalities depending on
the adopted device architecture. Therefore, understanding the
intrinsic properties of the transport layers, namely, the electro-
nic band edge alignment, optical transparency, charge conduc-
tivity, and charge mobility, is fundamental for developing
efficient PSCs. Among the plethora of material systems that
can be used as transport layers in PSCs, the ideal transport
layers should also be cost-effective with easy processing.
Consequently, the research trend reveals that well-organized
approaches to develop distinct transport layers will comple-
ment the improvement in overall solar cell efficiency, but the
search for ideal transport layers is a never-ending process.

In this review, we summarized the evolution of the transport
layers analogous to the progress of PSCs based on the observa-
tions and discussions in the literature. Although the perovskite
light absorbers have shown superior optoelectronic properties,
the importance of the transport layers in PSCs was explained
parallel to the photoanodes and electrolytes used in DSSCs.
Additionally, the transport layers are distinguished based on
the filled states as n-type (ETL) and p-type (HTL) to gain deeper
insight. In the regular n–i–p device structures, besides the band
edge and bandgap alignment with the perovskite light absor-
bers, the ETLs provide a template for perovskite deposition and
blocking UV irradiation, which deteriorate the perovskite light
absorber. The compatible electron mobilities of the ETL with
perovskite absorbers and conductivity of electrons in ETLs have
become the detrimental factor in avoiding charge accumulation
and charge recombination at the ETL/perovskite interface. The
techniques such as nanostructuring, doping, and faceting used
to tackle the charge accumulation and recombination were
explained w.r.t. the majorly reported inorganic ETLs. The
role of cost-effective synthetic procedures used for developing
efficient inorganic ETLs and their feasibility in large-scale
production were correlated with the PCEs. Furthermore,
different inorganic materials reported as ETLs for PSCs were
scrutinized depending on their functionalities, synthetic pro-
cedures, and electrical and optical properties. The inorganic
ETLs initially delivered an efficiency of 3–9%, but reached the
milestone of B26%. Among the ETLs, employing doped TiO2

ETLs has shown efficiencies of B25% and created excitement
among researchers. However, their application on plastic
substrates is limited by their high processing temperature.
Furthermore, the ZnO ETLs contribute to the deprotonation
of the perovskite light absorbers. Although SnO2 ETLs have
shown chemical stability and high efficiency with low-
temperature processing, understanding their trap states will
be beneficial to further tailor the properties towards ideal
ETLs. Furthermore, ternary metal oxides need to be engi-
neered as ETLs with better controllability over their opto-
electronic properties. The scaffolding technique has been
used to prevent shunting paths in PSCs, and thereby increase
the VOC. The diverse materials and their composites or com-
binations that can be used as ETLs in PSCs were discussed.
Also, the extensively used organic ETLs in PSCs were com-
pared for a comprehensive understanding. Overall, the ETLs
have a direct influence on the efficiency of PSCs.
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Conversely, there is an urgent need to replace the expensive
hygroscopic organic HTLs employed in high-efficiency PSCs
to increase their long-term stability and reduce their cost.
Therefore, the importance of the HTL depending on the PSC
device architecture was discussed in depth. Analogous to ETLs,
HTLs perform similar functionalities w.r.t. the transport of
photogenerated holes. Thus, the various techniques such as
nanostructuring, doping, and forming composites used in PSCs
were summarized. Inorganic HTLs such as NiO have achieved
efficiency close to 22% in PSCs due to their well-aligned band
edges and bandgap with perovskite light absorbers. Similarly,
CoOx as an HTL has shown promise due to its high hole
conductivity. The synthetic protocols, nanostructuring, and
hole-quenching capabilities of multiple combinations of
Cu-based HTLs such as CuO, Cu2O, CuSCN, and CuI are yet
to be explored for a deep understanding. Although there are
several reports based on VOx as an HTL in PSCs, doped and
nanostructured VOx are yet to be explored. Further, the class of
materials known as delafossites was briefly presented for their
controllability over hole conductivity and ease of processibility.
Finally, the most commonly used organic HTLs and their
influence on the efficiency and long-term stability of PSCs were
compared.

Overall, all the materials reported as transport layers were
scrutinized based on their optoelectronic properties, stability,
durability, and charge separation at the perovskite interface
with the transport layer. Furthermore, in this review, the
efficiency of PSCs was comparatively evaluated based on only
their transport layers. The ETLs and corresponding HTLs play a
significant role in the overall performance of PSCs and vice
versa. However, to gain better efficiency, the quality of the
perovskite light absorber films used and the active device area
should be considered during further studies. The systematic
investigation of different transport layers and involved material
systems interpret that an ideal ETL in the n–i–p device structure
should have a band-edged and bandgap alignment with the
perovskite light absorbers, should possess compatible electron
mobilities and conductivities with the perovskite light absor-
bers, and should be easily processible at low temperatures with
no toxicity at a low-cost. Moreover, the increased effective
interface at nanostructured ETL/perovskite (mesoporous struc-
ture) can relatively enhance the free-electron transport. Further,
the synthesized films should have no pinholes and be easily
scaled up with high reproducibility. Conversely, ideal HTLs
should perform similar functions as ETLs for hole transport
depending on the device architecture.

The outlook for ideal transport layers is presented here.
(a) Tailoring the carrier mobility, band edge levels, and

diffusion lengths is a promising approach to achieve ideal
ETLs/HTLs.

(b) The physical vapor deposition techniques such as ALD,
sputtering, and PLD are feasible for the industrial production
of the transport layers. However, one should look for indust-
rially scalable low-temperature processing techniques for
the easy and reasonable deposition of ETL/HTL encompassing
non-toxic and naturally abundant materials in the ambient

atmosphere. Novel low-temperature processing or synthesis
can bring out uniform coating, leading to firm interfaces between
different materials, which is necessary to avoid unfavourable
effects at interfaces, defect state, and interfacial losses such as
light socking effect and charge recombination.

(c) Precise engineering of the transport layer with minimum
lattice mismatch, better chemical stability, excellent light
management, and non-hygroscopic nature is mandatory to
reduce defects and alterations in the intrinsic property of the
perovskite active layer.

(d) The quest should be continued to explore new inorganic
transport layers with higher p- and n-type conductivity and
compatibility with the perovskite solution process deposition
method. Moreover, the decoration, doping, faceting, and com-
posites of promising materials identified as ETL/HTL will
assist in electron/hole mobility matching, enhancing the light
absorption, and improving the recombination resistance, and
therefore, enhance the charge extraction. Hence, various com-
binations of 3d transition metals, graphene, noble metal nano-
particles, organic molecules, etc. should be explored in line
with further advancement.

(e) Numerical simulation and first-principles calculations
can help to understand the density of states, charge accumu-
lation, flow of charge carriers, defect density, optical trans-
parency, optimized thickness, band edge, and photo/thermal
stability of the transport layers, which will open up a new
window for efficient charge separation, overcoming the issues
of photo-reactivity and interface defects, and improving the
sensitivity in the visible spectrum. The additional direction of
theoretical work should focus on the intrinsic modification and
electronic alterations at the transport layer-perovskite interface
where experiments are complicated and require simulation-
assisted experiments. Furthermore, theoretical methods such
as first-principles calculations, DFT, and ab initio calculations
are necessary to give directions towards less known families of
materials that can be applied as transport layers of PSCs.

(f) The industrial focus is on the preparation of planar ETLs
and HTLs using physical/chemical vapor deposition methods
due to ease of reproducibility and commercial viabilities.
However, mesoporous 3D nanostructures provide a larger surface
area and better interface with the perovskite absorber layer, have
secured a place in the best efficiency chart, and need to be
explored for their utilization in the cost-effective mass production
of PSCs.

(g) Among the explored nanostructures such as 0D, 1D, and
2D, 1D ETLs and HTLs provide a larger aspect ratio and deliver
excellent light trapping deep inside the perovskite absorber
and ensure relatively enhanced charge conduction, and hence
enhanced efficiency. However, the large-area production
of well-defined 1D nanostructures and their better interface
with the perovskite absorber needs to be explored for pilot
production.

Overall, the paths for the finest optimization of the device
structure and successful commercialization of PSCs entail the
complete understanding of the transport layers and the charge
extraction mechanism.
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Abstract
The effect of low-energy  Ar+ ion irradiation on the work function of stainless steel AISI 304L (SS-304L) was studied by 
varying energy and fluence of  Ar+ ion. The irradiation of  Ar+ ions on stainless steel creates several vacancies in the target 
material which resulted a change in work function. The retarding field diode method was used for the measurement of work 
function. Results reveal work function decreases with an increase in ion energy (for fixed ion fluence) of irradiated  Ar+ ion. 
Furthermore, it was observed that at varying ion fluence (for fixed ion energy) the decrease in work function value was more 
prominently, but at higher fluence, it again increases. In both (energy and fluence) cases of irradiation, the displacement per 
atom (DPA) in the material has been estimated with the stopping range using the SRIM-2013.00 program and is correlated 
with the experimental observation. Overall, the maximum work function was observed to be decreased by ~ 7.28% relative 
to the pristine sample in the case of fluence variation keeping the energy constant at 30 keV. The results indicate that low-
energy ion irradiation can be utilized for work function modulation of materials and can be optimized by controlling ion 
fluence. The results are useful for further understanding of corrosion rate of materials and the data are extremely important 
for various nuclear reactors, where these materials are used.

Keywords Low energy ion irradiation · DPA · Work function · SS-304L

1 Introduction

Stainless Steel is an important material for many decades 
due to its good stability, specific material properties, easy 
fabrication, broad applicability in circuital parts, etc. Due 
to the long durability and stability of stainless steel, it has a 
very high demand in metallurgical processes, construction, 

various engineering applications, etc. [1, 2]. However, Stain-
less steel is a corrosive metal when it comes in contact with 
a humid environment. M. Stratmann et al. investigated the 
kinetics of corrosion rate and corrosion potential of the met-
als, such as iron and steel, during drying of wetted metal 
surfaces. They have shown if the surface kept in humid envi-
ronment the voltage drop across the oxide scale formed on 
top of the iron surface is small as a result corrosion rate 
changes [3]. M. Briceno et al. reported ion irradiation on 
304 stainless steel which forms defects on the mobility of 
dislocations, dislocation sources and newly generated dis-
locations. In this work they have reported that mobility of 
dislocations is altered due to ion irradiation and in depth 
analysis is given for the same [4]. The content of Chromium 
(Cr) and Nickel (Ni) in stainless steel is responsible for its 
superior corrosion resistance [5]. Austenitic stainless steel 
used in biomaterials engineering application. Reports are 
available on the measurements made for the corrosion resist-
ance with electropolishing methods for austenitic stainless 
steel [6, 7]. To protect from corrosion of austenitic stainless 
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steel, electrochemical treatment was also been used [8]. 
Earlier, Akos Horvath et al. investigated the behaviour of 
work function for the stainless-steel material by  H+ and  Ar+ 
ions irradiation. It was found that the stability of corrosion 
depends on the work function of the material as well as on 
the projectile ion species [9]. Controlling the corrosion rate 
is of prime importance from the application point of view.

The metal or semiconductors when exposed to high 
energy radiation leads to the formation of lattice defects, 
such as vacancies as well as dislocation loops near the 
interface. As a result of which materials properties may 
get altered [10–12]. G. D. Tolstolutskaya et  al. studied 
the nano hardness and microstructural changes in SS-316 
austenitic stainless steel by influence of different gaseous 
(hydrogen, helium, argon) ion irradiation. They found that 
regardless of the type of incident energetic ions; the forma-
tion of radiation-induced dislocation structure is responsi-
ble for hardening of the steel [13]. They further extended 
their work for the swelling behavior of 18Cr10NiTi austen-
itic stainless steel irradiated with energetic  Ar+ ions which 
shows changing behavior of microstructure and swelling 
occur after 0.7–1.4 MeV  Ar+ irradiations in the tempera-
ture range of 550–700 ºC to doses between of 40 and 105 
DPA. He revealed that microstructure strongly based on  Ar+ 
concentration, implantation temperature and level of dis-
placements per atom [14]. The heavy ion irradiation causes 
a change in the magnetic properties of the soft magnetic 
alloys as a result of a reduction in coercivity and removal 
of anisotropy [15]. Stainless steel is an important material 
for accelerators as well as nuclear reactors. In the accelera-
tors or nuclear reactors, the material gets exposed to vari-
ous radiation, such as the proton, neutron, or ions. Exposure 
to such radiation causes activations and deteriorations in 
the physical and chemical properties of the materials [16]. 
Very recently 247 MeV Ar ions irradiation on martensitic 
steel (SIMP) material was reported by Cunfeng Yao et al. 
They reported that due to ion irradiation thickness of sur-
face oxides increases with modification in microstructure 
of oxides [17]. Austenitic stainless steel (ASS) was irradi-
ated with 1.1 MeV Nitrogen ions which show a hardening 
behavior after irradiation reported by Chaoliang Xu et al. 
[18]. Thus, as mentioned above, there is a massive scope 
of the stainless-steel material in various fields, such as con-
struction, metallurgy, biomedical, nuclear reactors, elec-
tronic, etc. However, stainless-steel material has tendency 
that they easily gets corroded due to various reasons and 
thus their properties gets degraded. Various physical and 
chemical approaches are used to reduce the corrosion of this 
material. In this work also, our aim is to explore the effect of 
ion irradiation on SS-304L work function, which is related 
to corrosion property.

A very few reports are available for  Ar+ ions irradiation 
on stainless steel. In the present work we report the effect of 

 Ar+ ion irradiation on the SS-304L material. The Paper is 
divided into two part. In first part, study on  Ar+ ion irradia-
tion on the work function of SS-304L at different ion energy 
 Ar+ ion (keeping the ion fluence fix) was carried out and in 
second part of study on  Ar+ ion irradiation on the work func-
tion of SS-304L at different ion fluences (keeping ion energy 
fix at 30 keV) was carried out. For both the cases, we studied 
the variation in work function along with the calculations of 
DPA. The observed variation in work function is implied to 
change the corrosion property.

2  Experimental method

2.1  Sample preparation

In the present work, a piece of SS-304L material of size 
10 mm × 10 mm × 0.5 mm was cut and taken directly for 
experiments. The cleaning of samples was done with soap 
water, ethanol, and ultra-sonication for 5 min at room tem-
perature. The sample was further sonicated for 60 min in 
isopropanol at room temperature. After that, the samples 
were left for drying overnight under ambient conditions.

2.2  Ion irradiation

The indigenously developed low energy (5–100 keV) ion 
irradiation facility at the Department of Physics, Savitribai 
Phule Pune University was used for ion irradiation purpose. 
Figure 1 shows a schematic view of the ion irradiation facil-
ity. In this system, the penning ionization gauge (PIG) type 
gaseous ion source is used to get the ion species.

Gaseous ion sources primarily consist of cylindrical 
anodes and cathodes. It is a cold cathode discharge type 
ion source. In the cathode region, the gas to be ionized is 
injected through a gas needle valve. The cathode is a hol-
low cylinder made from mild steel (MS). Inside the cathode 
cylinder, a hollow thin anode cylinder is placed. A Neo-
dymium permanent magnet (NdFeB) is placed at the center 
of the cathode bottom face. The detailed schematic of the 
ion source is shown in inset of Fig. 1d.

Potential difference of about 3 kV is applied between the 
cathode and anode. When gas is fed into the cathode region, 
the stray electrons gets accelerated and collide with neutral 
gas atoms while traveling toward the anode, thereby creating 
electric discharge. Electrons from first ionization further get 
accelerated and gain enough energy to knock out electrons 
from other neutrals atoms. This continuous process creates 
a plasma at the central part of anode. The permanent magnet 
helps in increasing the density and sustaining the plasma. 
Finally, the ions are extracted from the plasma by applying 
suitable potential to extraction electrode.
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The total potential drops due to resistor chain across 
anode and last electrode of accelerator from where ions 
are extracted and falls on the sample holder results in the 
total ion energy, which is the kinetic energy of ions. The ion 
energy can be varied by increasing the high-voltage between 
anode and last extraction electrode. The ion fluence can be 
varied by varying ion irradiation time.

The SS-304L sample was placed on the copper sample 
holder and it was suspended with Wilson port. The desired 
 Ar+ ion energy was used for the sample irradiation. The ion 
current density was 3.53 µA.cm−2 ± 0.015% and it was kept 
constant throughout the experiment under the vacuum pres-
sure of 4 ×  10–4 Pa. Before irradiation, the base pressure in 
the chamber was maintained at 1 ×  10–4 Pa. At a time four 
samples were placed on a hollow cubical sample holder, one 
sample placed on each face of the cube (leaving the top and 
bottom face empty). One by one each sample was exposed 
to the  Ar+ ion beam by rotating the sample holder by  900 
without breaking vacuum pressure. These irradiated samples 
were then used for further analysis.

2.3  DPA calculations

Estimation of ion distribution in the target material was 
computed using the Monte Carlo simulation Code with 
SRIM-13.00 Software. The dislocation of the target atoms 

in the solid phase of a material by bombarding ions creates 
vacancies. The vacancies created per ion per unit length give 
the displacement per ion per unit length. The SRIM-13.00 
also estimates stopping energy and projected range of ions 
in the matter along with vacancies created per ion per unit 
length [19–22]. The total number of displaced atoms in a 
unit volume over a total number of atoms in the material 
gives a DPA [9, 23, 24].

The ion energy, angle of incidence of ions, elemental 
composition, and atomic density of target material are the 
required parameters to find out the full cascade of ion dis-
tribution in the target material which was used as input for 
SRIM-13.00. The angle of incidence for ion was kept at 0° 
and atomic density input for SS-304L was 7.78 g/cm3. All 
the results recorded from SRIM-13.00 were the average of 
9999 ion trajectories. The required calculation of DPA was 
done by following Eq. 1 given by Akos Horvath et al [18]

Here, xc is the projectile depth, where we get a maximum 
of DPA(x), full-width half maxima (FWHM) have been 
computed in the region which is denoted by x1 + x2 for the 
DPA(x) distribution.

(1)Peak Area =

x
c
+x

2

∫
x

c
−x

1

DPA(x)dx.

Fig. 1  Schematic view of ion 
irradiation facility of energy 
ranging 5–100 keV. a Ion 
accelerator tube with ion 
source. b Sample holder cube. c 
Experimental Chamber placed 
on the vacuum system. d Sche-
matic of the penning ionization 
gauge (PIG) type gaseous ion 
source 1—Magnet, 2—Anode, 
3—Cathode, 4—Nylon Case, 
5—Extractor, 6—Gas Inlet
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2.4  Measurement of work function

Work function measurement for SS-304L samples was car-
ried out using retarding field diode method with the help of 
a low energy electron beam. The design of the electron gun 
is similar to that as discussed by Klauser and Bas [25]. Work 
function measurement of a variety of samples viz. metals, 
semiconductors are well-known and reported earlier, and 
[26, 27] almost similar method applies to insulators too.

In the present work, work function measurement system 
used consists of an electron gun and sample manipulator 
assembly enclosed in the Stainless-Steel high vacuum cham-
ber. The polycrystalline gold sample was used as a reference 
sample which was placed on the sample manipulator along 
with other samples. The work function of gold (ϕ = 4.9 eV) 
was taken as a reference for calculating the work function of 
the pristine and irradiated SS-304L samples. In the retard-
ing field diode method, the sample was kept at a negative 
potential relative to cathode, i.e., filament of the electron 
gun. When the sample and filament are at the same potential, 
the sample sees the electron above its vacuum level, with a 
kinetic energy (Eq. 2) equal to

where 11 is the kinetic energy of electrons (in eV) ejected 
from the electron gun and �S is sample’s work function.

However, if we apply a retarding potential (VR) to a 
sample, the sample current will reduce in magnitude, and 
approach a zero value when the vacuum level approaches 
the electron kinetic energy. Prior to this same measurement 
is done for reference sample. Using the plot of sample cur-
rent vs retarding potential on a semi-logarithmic scale one 
obtains the value of the work function by measuring the 
shift of the linear region of the graph compared to a refer-
ence sample. The work function of SS-304L samples were 
measured before and after  Ar+ ions irradiation for two dif-
ferent conditions, (i) at varying ion energy keeping, ion flu-
ence constant and (ii) at varying ion fluence keeping the ion 
energy constant. These work function measurements were 
carried out at vacuum pressure of 3 ×  10–4 Pa.

2.5  Electrochemical measurement

 The AUTOLAB PGSTAT302N was used for the corrosion 
J–V test using three-electrode cell measurement. Platinum 
(Pt) foil was used as a counter electrode, a Silver/Silver 
Chloride (Ag/AgCl) was used as a reference electrode, and 
a stainless-steel specimen (surface area of 1 × 1  cm2) was 
used as the working electrode. Potentiodynamic polariza-
tion was used to investigate the corrosion stability of AISI 
304L stainless steel in the range of − 0.5 to 0.5 V at a scan 

(2)K.E. = 11 − �
S
,

rate of 1 mV/s vs Ag/AgCl at ambient temperature. Tafel 
extrapolation method was used for the corrosion rate analy-
sis. The corrosion behavior of AISI 304L stainless steel was 
studied with polarization experiments in an aqueous solution 
of 0.05 M NaCl [28–31].

3  Results and discussion

3.1  Work function analysis

To calculate the work-function using the retarding field 
diode method (described in Sect. 2.4), initially sample cur-
rent (Is) was measured as a function of retarding potential 
(VR). Graph of sample current as a function of retarding 
potential is shown in Fig. 2A.

As the retarding potential was increased the sample cur-
rent was decreased for all the samples, as it was expected. 
However, it was observed that with increase in the ion 
irradiation energy, the change in sample current increased 
with respect to pristine sample. Furthermore, no significant 
difference in sample current within the irradiated samples 
(for all the irradiated samples) was observed at any energy. 
To understand the effect more clearly, a log plot of sample 
current vs retarding potential was plotted and is shown in 
Fig. 2B.

It can be seen from the graph that there is a change in 
values of current for pristine sample compared to irradia-
tion samples at any typical value of retarding potential. By 
taking the linear and parallel part of the low current region, 
considering gold sample as reference, we estimated the 
work-function values. From the estimated values, variation 
in work-function ( � ) was plotted as a function of ion energy 
and is shown in Fig. 3A.

As evident from the figure, it can be clearly seen that 
there is substantial change in work function value between 
pristine and first irradiated sample (i.e., 10 keV); how-
ever, no significant change in the work-function values was 
observed as we increase ion energy (within the irradiated 
samples). This may be because, the energy and the fluences 
we are using here are only able to sputter the top surface of 
the SS-304L and further change in energy does not affect the 
work-function values. The maximum depth for 40 keV argon 
ion in SS-304L sample is ~ 19 nm. As fluence is constant 
for all the energies used for irradiation, the major damage 
or defects per unit length is not changing substantially. The 
defects are mainly created by number of ions falling per unit 
area of the sample. Therefore, even if we change the energy 
from 10 to 40 keV it is not affecting work function values 
as a result we observe almost constant work function within 
irradiated samples. To verify our argument, we made DPA 
calculations using SRIM 13.00 software. We performed the 
calculations for displacement damage as a function of depth 
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for  Ar+ ion in SS-304L samples at varying ion energy (keep-
ing fluence constant).

In this specific case, ion energy was varied and fluence 
was kept constant (5.94 ×  1016 ions/cm2). With increasing 
ion energy from 20 to 40 keV, the DPA value has changed 
from 241.82 to 257.8, i.e., only 6% change has been 
observed. DPA is corelated with damage in the surface 
of the material, which in turn changes the Wigner Seitz 

radius thereby affecting the work function value. Because 
of the lower damage, the change in the Wigner Seitz radius 
is smaller, which results in an insignificant change in the 
work function values, as can be seen in Fig. 3A. The 
sputtering yield estimated from SRIM for the ion energy 
10 keV was obtained to be 5.12 atoms/ion, whereas for ion 
energy 40 keV it is 4.80 atoms/ion. Change in sputtering 

Fig. 2  Graph of A sample current Is (nA) as a function of retarding potential VR (V), B log Is as a function of retarding potential  VR for pristine 
and samples irradiated at different ion energies keeping ion fluence constant

Fig. 3  Graph of A work func-
tion as a function of ion energy, 
B distribution of DPA as a func-
tion of depth, and C Max DPA 
as a function of ion energy at 
constant ion fluence 5.94 ×  1016 
ions/cm2
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yield is also not significant, which may be the other reason 
behind insignificant change in the work function values.

Figure 3B shows that as the  Ar+ ion energy is increased 
the penetration depth increases and the peak of DPA curve 
also increases. For 40 keV the peak of DPA curve is obtain 
at 100Å. Furthermore, we checked the max DPA as a func-
tion of increasing ion energy, as shown in Fig. 3C. From 
the graph it is observed that the maximum DPA saturates at 
higher energies.

Both calculation results agree with our experimentally 
observed work-function values. It can be correlated as fol-
lows, since the displacement damage created by 10 keV and 
40 keV ions is almost same, the change in work function 
which is related to displacement damage also remains con-
stant. Now, the work function ( Φ ) is also related to electro-
static potential ( �� ) of the metal surface and the electron 
fermi energy ( �

f
 ) by the relation given in Eq. 3:

��, �
f
 both are related to Wigner–Seitz radius ( r

s
 ) for given 

metal, as a decreasing exponential function [9, 28–30]. In 
general, r

s
 defined as a radius of sphere, whose volume 

is equal to mean volume per atom in a solid. Now, if r
s
 

increases,  ��, �
f
 both may decrease and depending upon 

whether your �� or �
f
 is dominating work-function will 

change. In our experimental observation, among the irradi-
ated sample the work-function ( Φ ) is not changing. This may 
be because, as we increase the energy, the damage/displace-
ments are neither affecting �� nor �

f
 (within the irradiated 

samples) as ion fluence is constant. However, as compare 

(3)Φ = �� − �
f
,

to pristine sample, certainly some defects/displacement has 
been created on the surface of the SS-304L due to irradia-
tion, which has increased r

s
 , which resulted in decrease in 

�� and �
f
 eventually showing reduction in work-function Φ.

To verify our above argument, we further performed sec-
ond set of experiment in which ion energy was kept constant 
and ion fluence was varied.

In this set of experiment, ion energy was kept constant 
at 30 keV and the ion fluence from varied from 9.9 ×  1014 
ions/cm2 to 1.18 ×  1017 ions/cm2. Figure 4A shows meas-
ured sample current as a function of retarding potential. It 
was observed that there was a gradual increase and then a 
decrease in the sample current values to make it close to zero 
with individual retarding potential values for individual ion 
fluences. To get more clarity at low current region (close to 
zero) a log plot was plotted. Figure 4B shows samples Log 
current as a function of retarding potential. It is observed 
that irradiated samples current were retarded for higher val-
ues as a result the differences in retarding potential were 
higher.

From both the graphs, it is not very clear how much it 
has affected the surface, so we estimated the work-function 
values as a function of fluence, at constant ion energy of 
30 keV. The graph is shown in Fig. 5A. We can clearly 
observe that with increase in ion fluence the work-function 
value has decreased lowest up to 4.27 eV for the ion fluence 
of 5.94 ×  1016 ions/cm2 and then gradually increased back 
up to 4.45 eV for the ion fluence of 1.18 ×  1017 ions/cm2.

These results clearly indicate the definite effect of ion 
fluence on the surface and subsurface region of the mate-
rial, which resulted in the work-function change. As it was 

Fig. 4  Graph of A sample current Is (nA) as a function of retarding potential VR, B log (Is) as a function of retarding potential VR for various ion 
fluences at constant ion energy 30 keV
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argument in previous section that the fluence, i.e., number 
of ions falling per unit area plays a role in creating defect/
displacement which might result in change in work-function 
values seems to be true. However, it is showing a non-linear 
behaviour of initial decrease and then increase in the work-
function with increase in the ion fluence, which needs to be 
understood.

For this purpose, we again plotted the DPA values as a 
function of depth and ion fluence, and is shown in Fig. 5B, 
C, respectively. Figure 5B shows the area under the curve 
keeps on increasing with increase in the ion fluence with-
out change in the depth value. In addition, from Fig. 5C, 
we can see that, as the fluence increases the DPA increases 
linearly. Thus, both the results indicate that, the number of 
displacements increases with increase in the ion fluences. 
This increase in the defects have resulted in decrease in the 
work-function. However, this is not following, what we have 
observed experimentally. Experimentally we observe that 
initially there is decrease in work function up to certain flu-
ence and then it increases with fluence. This decrease and 
increasing trend of work-function can be again be explained 
on the basis of Wigner–Seitz radius following the relation 
given by Eq. 3. As the fluence is increasing at initial stages, 
i.e., at low fluence, change in r

s
 is due to both �� and �

f
 

(where both are competing). After certain threshold of flu-
ence �� dominates as compare to change in �

f
 , which results 

in increase in work-function (Φ ) [32].
In contrast with previous observations for change of work 

function as function of ion energy, when ion fluence is varied 

(keeping ion energy constant 30 keV), the DPA change is 
91.67%. Which resulted in change in Wigner Seitz radius in 
a significant way causing change in work function values. 
These results indicate that ion fluence variations dominate 
modification of work function. Similar results are also been 
observed by Ákos Horváth et al. [9] and are in agreements 
with these experimental findings.

3.2  XRD analysis

Figure 6 shows the XRD pattern for pristine and irradi-
ated AISI 304L SS samples with different ion fluences 
pristine (a), 9.9 ×  1015 ions/cm2 (b), 2.97 ×  1016 ions/cm2 
(c), 5.94 ×  1016 ions/cm2 (d), and 1.18 ×  1017 ions/cm2 (e), 
respectively. XRD peaks observed at 2θ values 43.7º, 50.7º, 
74.8º corresponds to (111), (200), (220) planes indicating 
austenitic γ-Fe phase accordance with the JCPDS card No: 
(00–003-0397) [33–38]. It has been observed that with 
increase in ion fluence, the peak intensities are decreasing. 
The peak intensity of highest fluence decreased up to 32% 
compared with pristine sample.

3.3  SEM Analysis

Figure 7 shows SEM (Surface morphology) of pristine and 
irradiated AISI 304L stainless steel samples for Fig. 7A Pris-
tine (B) 9.9 ×  1015 ions/cm2 (C) 2.97 ×  1016 ions/cm2, (D) 
5.94 ×  1016 ions/cm2 and (E) 1.18 ×  1017 ions/cm2, respec-
tively. Figure 7A of pristine and Fig. 7B of 9.9 ×  1015 ions/

Fig. 5  Graph of A work 
function as a function of ion 
fluence B Distribution of DPA 
determined for 30 keV  Ar+ ion 
irradiation, and C Max DPA 
as a function of ion fluence at 
constant ion energy 30 keV
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cm2 irradiated sample shows a smooth surface. Figure 7C 
of 2.97 ×  1016 ions/cm2 irradiated sample shows little rough 
surface with line formation. Further increase in ions flu-
ence, Fig. 7D, shows highest roughness with line formation 
and the highest fluence sample, Fig. 7E, shows quite smooth 
surface; however, as we increase the ion fluence the rough-
ness goes on increasing up to the ion fluence of 5.94 ×  1016 
ions/cm2 and then at highest ion fluence, the roughness has 
been decreased.

3.4  Potentiodynamic polarization studies

As work-function is related to corrosion rate, we further per-
formed the corrosion test experiments to validate our find-
ings. Figure 8A shows potentiodynamic polarization curve 
for pristine and irradiated samples. The corrosion potential 
(Ecorr) and corrosion current density (Icorr) were obtained 
from the polarization curve and the values are tabulated in 
Table 1. From the graph it was observed that as the ion flu-
ence increases, corrosion potential values also increased 
(shifted right) and corrosion current values were decreased. 
All measured values of Icorr and Ecorr obtained from the Tafel 
extrapolation method [34, 39, 40] have been tabulated in 
Table 1. The graph was further utilized for the calculation 
of correction resistance and corrosion rate. Figure 8B shows 
a corrosion resistance and corrosion rate as a function of 
ion fluence at constant ion energy. The corrosion resistance 
increases, whereas corrosion rates decrease with an increase 
in ion fluence. The obtained results are in corroboration with 
our work function values as explained in previous section.

The Ecorr of all irradiated samples was shifted to more 
positive as compared to pristine (− 0.128 V vs Ag/AgCl), 
meaning improvement in the corrosion resistance. With an 
increase in ion fluence from 9.90 ×  1015 to 1.18 ×  1017 ions/
cm2 Ecorr value shifted toward positive − 0.106 V vs Ag/
AgCl to − 0.093 V vs Ag/AgCl, respectively. The 1.18 ×  1017 
ions/cm2 sample exhibits most positive corrosion potential 
with corresponding lowest corrosion current of 5.42 ×  10–7 
A/cm2. This positive shift of corrosion potential and reduc-
tion in corrosion current implies reduction in surface oxida-
tion of samples with increase in ion fluence. The corrosion 
current indicates oxidative dissolution of sample species 
during interaction of electrolyte with sample surface. Herein, 
the decrease of corrosion current with ion fluence shows less 
dissolution of sample preventing conversion of Fe to  Fe+3/
Fe+2. This might have happened because of damage created 
by ions on AISI 304L SS surface, resulting in restriction of 
Fe to  Fe+3/Fe+2 [29–31].

During the anodic polarization process the following 
reactions (R) may occur:

Hence from these results, i.e., change in work function 
due to variation in ion energy (keeping fluence constant) 
and change in work function due to variation in ion fluence 
(keeping ion energy constant), we can conclude that ion 
fluence plays a major role in controlling the work function 
values. We can either increase or decrease the cofunction by 

Fe → Fe
+3 + 3e

−(R1)

Fe → Fe
+2 + 2e

−(R2)

Cr
+2

→ Cr
+3 + e

−(R3)

Fig. 6  X-ray diffraction pat-
terns of AISI 304L SS material 
before and after  Ar+ ion irradia-
tion at various ion fluences
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Fig. 7  SEM images of AISI 304L SS samples of A pristine, B 9.9 ×  1015 ions/cm2 C 2.97 ×  1016 ions/cm2, D 5.94 ×  1016 ions/cm2, and E 
1.18 ×  1017 ions/cm2 ion fluences
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choosing the suitable fluence values. We can either increase 
or decrease the cofunction by choosing the suitable fluence 
values. As it is known that, work-function is related to cor-
rosion rate too, thus we can also control the corrosion of 
given sample by properly tuning the ion fluence in the given 
energy range.

4  Conclusion

The energetic ion induced displacement/damage depends on 
the energy of incoming ions and its fluence, for a particular 
material. The irradiation effect due to variation in ion energy 
and ion fluence on work function of SS-304L samples was 
explored. Variation in ion irradiation energy up to 40 keV, 
does not affect the work function of samples. Whereas, if the 
energy is kept constant and fluence is change it modifies the 
work-function substantially. This change in work-function 
are related to displacement/damage created by primary ions, 

which resulted in increase of Wigner–Seitz radius, which is 
due to change in electrostatic potential ( �� ) and the elec-
tron fermi energy ( �

f
 ) of the SS-304L. The results are useful 

to control the corrosion stability of stainless-steel material 
which is applicable in aged nuclear reactors, construction 
industry, electrical industry, transportation industry and the 
places, where corrosion stability is required.
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A B S T R A C T   

Isomeric cross sections for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, α)89Zrm reactions were measured at 
five neutron energies over the range 13.73 MeV–14.77 MeV using the activation technique in combination with 
high resolution γ-ray spectrometry. In the present work, the cross sections are measured for the 90Zr(n, α)87Srm 

and 93Nb(n, α)90Ym reactions are referenced to the 27Al(n, α)24Na standard reaction cross section whereas those 
measured for 92Mo(n, α)89Zrm reaction are referenced to the 56Fe(n, p)56Mn standard reaction cross section. The 
cross sections for these reactions were also theoretically estimated using the EMPIRE-3.2 and TALYS 1.8 codes 
over the neutrons energy range of 10 MeV–20 MeV and matched with the experimental cross sections by making 
a proper choice of the model parameters. A minimum eight different sets of these statistical model calculations 
were performed by using the consistent sets of model parameters along with the pre-equilibrium mechanism in 
addition to the direct-reaction and the statistical Hauser–Feshbach (HF) compound nucleus ones. The measured 
cross sections for these three reactions increase with the increase in neutron energy from 13.73 MeV to 14.77 
MeV. As the proton number increased by one when we go from zirconium to niobium or from niobium to 
molybdenum, the probability of alpha particle emission also increases at each corresponding neutron energy. The 
present results indicate that the measured cross section at each neutron energy for the 92Mo(n, α)89Zrm reaction is 
found to be the highest as compared to the other two reactions whereas, for the 90Zr(n, α)87Srm reaction, the 
measured cross section is found to be the lowest as compared to the other two reactions studied. The results 
obtained from the present measurement are found to be in good agreement with the calculated reaction cross 
section based on theoretical models and also with the work reported by earlier authors.   

1. Introduction 

The measurement of isomeric cross sections in the neutron-induced 
reactions with the use of the activation technique is an effective 
method for knowing mainly the details of (n, α) reactions. This work is 
also of importance for both the basic and applied research including 
nuclear technology, and most of these cross sections are given in the 
EXFOR database (Otuka et al., 2014). The cross sections for different 
nuclear reactions such as (n, p), (n, α), (n, 2n), (n, np) have remained a 
field of interest for the past few decades (Attar et al., 2008, 2014; 
Avrigeanu et al., 2006; Semkova et al., 2010). EXFOR compilation shows 
that several measurements are exist near 14 MeV neutron energy, 

however the available cross section data in literature within the neutron 
energy range of 13.73 MeV–14.77 MeV are very much scattered. 

Measurements of cross sections for the emission of α particles in re-
actions induced by fast neutrons for neutron-rich nuclei with N > 50 for 
the mass region around 90 are of considerable interest in testing the 
nuclear models. At higher neutron energies up to 20 MeV this data is 
important in several fields of applications such as Accelerator-Driven 
Systems (ADS) for energy production and transmutation of nuclear 
waste, for medical therapy and in many other field. Moreover, knowl-
edge of these cross sections for the emission of α-particle is also 
important for assessing the radiation damage in fusion reactors as zir-
conium, niobium and molybdenum are used as constituents of structural 
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materials in fusion reactors (Zinkle and Busby, 2009). For example, 
zirconium is used in cladding of uranium fuel elements and also as a 
hardening agent in alloys required for nuclear reactors. Molybdenum is 
an excellent structural metal particularly when the operations are to be 
made at elevated temperatures. Moreover, it is also used for neutronic 
applications, such as controlled nuclear fusion devices. The niobium is 
used as a first wall and structural material in the experimental fusion 
reactors. This acts as an effective microalloying element for steel. 
Similarly, niobium metal can increase the toughness, strength, form-
ability and weldability of the micro alloyed steel. The alloy of niobium- 
zirconium is also used for fabricating fuel element claddings of the 
pressurized water reactors. As these elements are used in reactor tech-
nology, the cross-sections for neutron induced reactions are important. 
Neutron induced reaction cross sections provide the data for the eval-
uation of processes in these materials under irradiation in reactors and is 
also of particular importance in the hydrogen and helium gas production 
through (n, p) and (n, α) reactions. 

In the present work, the activation technique has been used to 
measure the cross sections for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 
92Mo(n, α)89Zrm reactions at 13.73 MeV, 14.07 MeV, 14.42 MeV, 14.68 
MeV and 14.77 MeV neutron energies. All the three reactions studied 
have positive Q values and zero threshold energies (JAEA Nuclear Data 
Center). These three target nuclei in the mass region ~ 90 constitute 
excellent test cases for nuclear models in the neutron energy range from 
10 MeV to 20 MeV. 

Since many reaction channels are opened in the neutron energy 
range above 14 MeV, the experimental results are compared with the 
theoretically calculated cross-sections up to the neutron energy of 20 
MeV by using global and local-parameter approaches, which take into 
account direct reaction, pre-equilibrium emission (PE), and statistical 
Hauser-Feshbach (HF) models compound nucleus contributions. The 
parameter databases obtained by global optimization within the com-
puter codes EMPIRE-3.2 (Herman et al., 2007) and TALYS 1.8 (Koning 
et al., 2008a) and have been used over the neutron energy range from 
10 MeV to 20 MeV. 

Attempts were also made to use different values of the parameters 
like nucleon potential namely neutron and alpha particle, level density, 
level density parameter and nuclear models, etc., to match the theo-
retically estimated cross sections with the cross sections measured in the 
present work as well as those reported literature data compiled in 
EXFOR (Otuka et al., 2014). The comparison of various calculations 
including their sensitivity to model approaches and parameters will be 
complemented by an analysis of recent data measurements. 

2. Experiment 

2.1. Neutron irradiation 

The neutron irradiation work was carried out at the 14 MeV neutron 
generator laboratory (Bhoraskar, 1989), Department of Physics, Savi-
tribai Phule Pune University, Pune, India. The 14 MeV neutrons were 
produced by bombarding deuterium ions having an energy of 175 keV 
on an 8 Ci tritium target. On the tritium target, the deuterium beam had 
a diameter of about 4 mm and current of about 100 μA. For the study of 
90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, α)89Zrm reactions, the 
samples were made from natural ZrO2 (99.99%) powder, Nb2O5 
(99.99%) powder and the molybdenum (14.84%) target was in the form 
of a metal foil respectively. For the study of all the three reactions, the 
samples were prepared for neutron irradiation by packing in a poly-
ethylene bag. The polyethylene bag was folded in such a way that the 
size of the sample was close to 10 mm × 10 mm. Following this pro-
cedure three sets of samples were made in which each set had five 
samples. In each experiment performed for each reaction, the samples 
were irradiated with neutrons by placing them at 0◦, 30◦, 60◦, 90◦ and 
120◦ angular positions at a distance of 50 mm from the tritium target 
(Mandal et al., 2012). 

For the measurement of 90Zr(n, α)87Srm and 93Nb(n, α)90Ym reaction 
cross-sections, aluminum in the form of a metal foil (99.99%) was used 
as monitor element and the 27Al(n, α)24Na reaction was chosen as a 
monitor reaction. Each respective sample (ZrO2 and Nb2O5) was made 
by sandwiching 1 gm of element powder between two aluminum foils 
with total weight 0.2 gm measured with a microbalance at an accuracy 
of ±10 μg. For the 92Mo(n, α)89Zrm reaction the molybdenum samples in 
the form of metal foils were used and the 56Fe(n, p)56Mn reaction was 
chosen as a monitor reaction. Each sample was prepared by taking 0.5 
gm of molybdenum foil and 0.3 gm of Fe powder in a polyethylene bag. 
Five such samples for each element were placed at 0◦, 30◦, 60◦, 90◦ and 
120◦ angular positions relative to deuterium ion beam direction. The 
energy of neutrons at these positions correspond to 14.77 MeV, 14.68 
MeV, 14.42 MeV, 14.07 MeV and 13.73 MeV (IAEA TECDOC, 2020). 
These samples of Zr, Nb and Mo were irradiated for a period of 3600 s, 
3000 s and 600 s respectively. Two more sets of irradiations were carried 
out for each sample following the same procedure. After the irradiation 
the samples were immediately transferred to the counting room. 

2.2. Measurement of the γ -ray activity 

The induced γ -ray activities of the irradiated samples were measured 
with a HPGe detector. The γ -ray detection efficiency and energy cali-
bration of this detector was performed with a Canberra make Multi 
Gamma Standard MGS-3 γ-ray source. Initially the γ -ray activity of the 
sample irradiated at 0◦ was measured. Later on, the γ -ray activities of 
the samples irradiated at 30◦, 60◦, 90◦ and 120owere measured in 
sequence. A total period of 30 s was kept between the end of counting 
the γ –ray activity of first sample and the start of counting the γ -ray 
activity of second sample. Accordingly, the total cooling time for each 
sample was accounted while estimating the actual induced γ -ray ac-
tivity. The decay data of the radioisotopes 87Srm, 90Ym, 89Zrm, 24Na and 
56Mn produced via the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym, 92Mo(n, α)89Zrm, 
27Al(n, α)24Na and 56Fe(n, p)56Mn reactions respectively are given in 
Table 1 (National Nuclear Data Center, 1996). 

The induced photo-peak activity of 0.388 MeV γ-ray from 87Srm and 
1.369 MeV γ-ray from 24Na was measured for a period of 1200 s. The 
induced photo-peak activity of 0.48 MeV γ-ray from 90Ym and 1.369 
MeV γ-ray from 24Na was measured for a period of 1800 s. Similarly, the 
induced photo-peak activity of 0.588 MeV γ-ray from 89Zrm and 0.847 
MeV γ-ray from 56Mn was measured for a period of 60 s. 

3. Data analysis 

Fig. 1, Fig. 2 and Fig. 3 show the gamma-ray spectra of 87Srm and 
24Na,90Ym and 24Na and 89Zrm and 56Mn respectively, produced via 
neutron induced reactions. The spectra shown in these figures are 
background subtracted and therefore the area under each photo peak is 
proportional to the respective γ -ray activity induced in the sample. The 
activation cross sections for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 

Table 1 
The decay data of the radioisotopes produced in neutron induced reactions 
(National Nuclear Data Center, 1996).   

Nuclear 
Reaction 

Abundance 
(%) 

Half-life Eγ(MeV) fd (%) 

90Zr(n, α)87Srm 51.45 ± 0.40 2.815 ± 0.012 h. 0.388 82.19 ±
0.22 

93Nb(n, α)90Ym 100 3.19 ± 0.06 h 0.48 90.5 ± 0.3 
92Mo(n, 

α)89Zrm 
14.649 ±
0.106 

4.161 ± 0.010 m 0.588 89.62 ±
0.17 

27Al(n, α)24Na 100 14.997 ± 0.012 
h 

1.369 99.99 

56Fe(n, p)56Mn 91.754 ±
0.106 

2.5789 ±
0.0001 h 

0.847 98.85 ±
0.30  
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92Mo(n, α)89Zrm reactions were obtained at 13.73–14.77 MeV neutron 
energies using the activation formula given by the following activation 
expression (1), 

σm = σM
AεMfdMλ

AMε  fdλM

NM

N
(1 − e− λM t1 )

(1 − e− λt1 )

e− λM t2

e− λt2

(1 − e− λM t3 )

(1 − e− λt3 )
(1)  

where σm is the isomeric reaction cross section, A is the number of 
counts under the photopeak, fd is the photon disintegration probability, 
ε is the detector efficiency, σM is the cross section for monitor reaction, λ 
is the decay constant, N is the number of atoms of the isotope of the 
element, t1 is the irradiation time, t2 is the cooling time, and t3 is the 
period for which the γ-activity is measured. The quantity with the 
subscript M stands for the monitor reaction. 

By considering the uncertainties involved in the measurement of 
each parameter, the error analysis was carried out using the quadrature 
method (Taylor, 1982). The flux of the low energy neutrons (En < 10 
MeV) in the D-T reaction is about two orders of magnitude lower than 
that at 14 MeV (Kawade et al., 2003). In the present work, the contri-
butions of the low energy neutrons in the cross sections of all the three 
reactions studied are negligible and were therefore not taken into ac-
count. Similarly, the effects of the multiple scattering of neutrons and 
the inhomogeneities were also not taken into account as the errors 
induced by these processes are negligibly small. For different parame-
ters, the estimated errors are as follows; (i) detector efficiency (~ 1.5%) 
(ii) self-absorption of gamma-rays (< 2–5%) (Hubbell and Seltzer, 2004) 
(iii) neutron energy distribution (< 1%) (iv) absolute gamma-ray in-
tensity (< 2.1%) and (v) reference reaction cross section of 27Al(n, 
α)24Na (< 1.1%) (Filatenkov et al., 1999) and reference reaction cross 
section of 56Fe(n, p)56Mn (2–3.7%) (Filatenkov et al., 1999). 

4. Nuclear model based reaction cross section calculations 

The theoretical isomeric cross sections for the 90Zr(n, α)87Srm, 93Nb 
(n, α)90Ym and 92Mo(n, α)89Zrm reactions were estimated over 10 
MeV–20 MeV neutron energies by using statistical nuclear reaction 
models using the EMPIRE-3.2 (Herman et al., 2007) and TALYS-1.8 
codes (Koning et al., 2008a) to investigate if a consistent description 
can be obtained by the use of these codes. The calculations were per-
formed in the framework of the direct-reaction, PE and statistical Hau-
ser–Feshbach (HF) models in which a minimum of eight different sets of 
calculations of cross sections for these three reactions were performed 
by considering the pre-equilibrium mechanism, namely the exciton 

Fig. 1. γ-ray spectra of 87Srm and 24Na radio nuclei produced by irradiating 
90Zr and 27Al respectively with 13.73 MeV neutrons. 

Fig. 2. γ-ray spectra of 90Ym and 24Na radio nuclei produced by irradiating 
93Nb and 27Al respectively with 13.73 MeV neutrons. 

Fig. 3. γ-ray spectra of 89Zrm and 56Mn radio nuclei produced by irradiating 92Mo and 56Fe respectively with 13.73 MeV neutrons.  
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model PCROSS code (Iwamoto and Harada, 1982) of EMPIRE-3.2 and 
the two-component exciton model (Koning and Duijvestijn, 2004) of 
TALYS-1.8. The first four sets of calculations were performed by means 
of the computer code EMPIRE-3.2 and the other four sets of calculations 
were performed by using the TALYS-1.8 code. In these codes, a number 
of options are available mainly for the nuclear level density, the nucleon 
potentials etc. Initially the choice of the parameters was made to obtain 
a good matching between the theoretical cross sections with those 
measured in the present work for neutron beam energies between 13.73 
MeV and 14.77 MeV by considering the possible reaction channels 
depending on the compound nucleus excitation energy. Using these 
consistent sets of input parameter options, the theoretical cross sections 
of these reactions were estimated between 10 MeV and 20 MeV by the 
EMPIRE-3.2 and TALYS-1.8 codes, as these models make use of structure 
and model parameters. 

4.1. The EMPIRE-3.2 code 

The cross sections of the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, 
α)89Zrm reactions were estimated using the EMPIRE-3.2 code over the 
neutron energy range of 10 MeV–20 MeV in which all the transmission 
coefficients for the incident nucleon emission were calculated within the 
coupled channel approach using ECIS-06 (Raynal, 1994). The calcula-
tions of cross sections were carried out using the microscopic combi-
natorial level density by (Goriely et al., 2007) obtained from the 
Hartree-Fock-Bogoliubov method and considering the pre-equilibrium 
mechanism as defined in the exciton model (Griffin, 1966) as imple-
mented in PCROSS code (Iwamoto and Harada, 1982). While employing 
the exciton model, the calculations were performed by choosing the 
values 1.5 (default) and 3 for the mean free path multiplier namely the 
MFP parameter. Moreover, in these calculations, for each MFP param-
eter value, the optical potentials for incident neutrons given by Koning 
(Koning and Delaroche, 2003) and by Strohmaier (1981) were sepa-
rately used along with the alpha potential given by Avrigeanu (Avri-
geanu et al., 1994) for the outgoing alpha particle. Hence there are two 
sets for each MFP value chosen in PCROSS code and each set of model 
parameters was used for estimating the cross sections over the neutron 
energy range of 13.73 MeV–14.77 MeV. Moreover for the 93Nb(n, 
α)90Ym reaction, the calculations were also performed by considering 
multistep compound model (Nishioka et al., 1986) along with the MFP 
parameter values 1.5 and 3 in the PCROSS code. 

A comparison between the estimated cross sections with those 
measured in the present work provided important information about the 
best option of the input parameters available. Using all these best op-
tions of the input parameters and their combinations, the cross sections 
for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, α)89Zrm reactions 
were successfully reproduced from 10 MeV to 20 MeV neutron energy 
using the EMPIRE-3.2 code. 

4.2. The TALYS-1.8 code 

The TALYS-1.8 code was also used for estimating the cross sections 
for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, α)89Zrm reactions 
over the neutron energy range of 10 MeV–20 MeV in which all the op-
tical model calculations were performed by ECIS-06 (Raynal, 1994). The 
calculations of the cross sections for these reactions were carried out 
using the level density model by (Hilaire et al., 2012), which uses 
temperature dependent combinatorial level densities with the D1M 
Gogny force given by Hartree-Fock-Bogolyubov calculations. Moreover 
these calculations were performed implementing the preequlibrium 
mechanism via the exciton model (Koning and Duijvestijn, 2004) and by 
using the local, global optical model parameters of neutrons as given by 
Koning (Koning and Delaroche, 2003) and for the alpha particle as given 
by Avrigeanu (Avrigeanu et al., 1994). For all three reactions, the cal-
culations were performed using a sensitive parameter for the alpha 
particle emission namely Cstrip (Kalbach, 2005) with the assigned 

values of 1.6 and 1.8. For each value of Cstrip, two sets of calculations 
were performed, one by using the neutron local potential and the other 
set by using the neutron global potential. Moreover for the 93Nb(n, 
α)90Ym reaction, the calculations were also performed by considering 
the additional parameters colldamp (Hilaire et al., 2012; Koning et al., 
2008b) and ctmglobal (Gilbert and Cameron, 1965) along with a Cstrip 
value of 0.04. 

Initially, the calculations were carried out using all the input pa-
rameters mentioned above to find out the consistent best option set. The 
parameters that produced theoretical cross sections close to those 
measured over 13.73 MeV–14.77 MeV were used for estimating the 
cross sections for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, 
α)89Zrm reactions from 10 MeV to 20 MeV neutron energy. 

5. Results and discussion 

The experimental cross sections for the 90Zr(n, α)87Srm, 93Nb(n, 
α)90Ym and 92Mo(n, α)89Zrm reactions were obtained over the neutron 
energies of 13.73 MeV–14.77 MeV by substituting the values of all the 
experimental parameters and constants in the activation expression (1) 
and the values of the cross sections for each reaction under study are 
given in Table 2. It is evident from Table 2 that, the cross sections of (i) 
90Zr(n, α)87Srm reaction varies from 3 mb to 4.2 mb, (ii) 93Nb(n, α)90Ym 

reaction varies from 5 mb to 7 mb and (iii) 92Mo(n, α)89Zrm reaction 
varies from 5.8 mb to 8 mb. 

The theoretical cross sections for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym 

and 92Mo(n, α)89Zrm reactions obtained using EMPIRE-3.2 and TALYS- 
1.8 are given in Table 3, Table 4 (a and b) and Table 5 respectively. In 
the present work, most of the theoretically estimated cross-sections for 
the three reactions studied are close to the measured cross-sections 
within the experimental error bar. 

On comparing the theoretically estimated isomeric cross sections 
with the respective measured isomeric cross sections given in Table 3, it 
is observed that the cross sections estimated by the EMPIRE-3.2 code 
using the MFP parameter value 3 and that estimated by the TALYS-1.8 
code using the Cstrip parameter with a value of 1.8 are in good agree-
ment with the corresponding isomeric cross sections measured in the 
present work from 13.73 MeV to 14.77 MeV as compared to the other 
sets of input parameter options used. Using the consistent set of input 
parameters given in Table 3, the cross sections of the 90Zr(n, α)87Srm 

reaction were also estimated using EMPIRE-3.2 and TALYS-1.8 codes 
and the results are given in Fig. 4. In addition, the cross sections 
measured in the present work and those reported in literature (Bar-
reiraFilho and Fanger, 1982; Blosser et al., 1955; Bramlitt and Fink, 
1963; Brolley et al., 1955; Dóczi et al., 1998; Filatenkov, 2016; Fujino 
et al., 1977; Gonçalves et al., 1987; Grallert et al., 1993; Husain et al., 
1970; Ibn Majah et al., 2001; Ikeda et al., 1988; Marcinkowski et al., 
1990; Molla et al., 1991; Mukherjee and Bakhru, 1963; Osman, K.T.; 
Habbani, 1996; Raics et al., 1991; Reed, 1960; Sailer et al., 1977; 
Semkova et al., 2010; Sigg and Kuroda, 1975; Srinivasa Rao et al., 1978) 
are also plotted in Fig. 4. The plots in Fig. 4 show that, the theoretical 
cross sections obtained using almost all the best options of input model 
parameters of the EMPIRE-3.2 and TALYS-1.8 codes mentioned in 
Table 3 are in good agreement with the cross sections measured in the 

Table 2 
Measured cross sections of the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym and 92Mo(n, 
α)89Zrm reactions over 13.73 MeV–14.77 MeV neutron energies.  

Neutron energy (MeV) Measured isomeric cross section (mb) 
90Zr(n, α)87Srm 93Nb(n, α)90Ym 92Mo(n, α)89Zrm 

13.73 ± 0.11 3.0 ± 0.3 5.0 ± 0.4 5.8 ± 0.3 
14.07 ± 0.11 3.4 ± 0.3 5.5 ± 0.5 6.3 ± 0.3 
14.42 ± 0.10 3.7 ± 0.3 5.9 ± 0.5 6.8 ± 0.4 
14.68 ± 0.08 4.0 ± 0.3 6.1 ± 0.5 7.5 ± 0.4 
14.77 ± 0.08 4.2 ± 0.3 7.0 ± 0.6 8.0 ± 0.4  
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Table 3 
Cross sections for 90Zr(n, α)87Srm reaction estimated over 13.73 MeV–14.77 MeV neutron energies using EMPIRE-3.2 and TALYS 1.8 codes along with cross sections 
measured in the present work.   

Neutron 
energy 
(MeV) 

Measured 
isomeric cross 
section (mb) 

Theoretical isomeric cross section (mb) 

EMPIRE-3.2 TALYS 1.8 

MFP 1.5 MFP 3 Cstrip a 1.6 Cstrip a 1.8 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

neutron local 
potential by 
Koning 

neutron global 
potential by 
Koning 

neutron local 
potential by 
Koning 

neutron global 
potential by 
Koning 

13.73 3.0 ± 0.3 3.13 2.72 3.08 2.68 2.49 2.57 2.65 2.73 
14.07 3.4 ± 0.3 3.36 2.93 3.36 2.94 2.94 3.03 3.13 3.22 
14.42 3.7 ± 0.3 3.60 3.14 3.64 3.19 3.26 3.36 3.45 3.56 
14.68 4.0 ± 0.3 3.80 3.32 3.89 3.42 3.69 3.80 3.91 4.03 
14.77 4.2 ± 0.3 3.88 3.40 3.99 3.51 3.84 3.96 4.07 4.19  

Table 4a 
Cross sections for 93Nb(n, α)90Ym reaction estimated over 13.73 MeV–14.77 MeV neutron energies using EMPIRE-3.2 code along with cross sections measured in the 
present work.   

Neutron 
energy 
(MeV) 

Measured 
isomeric cross 
section (mb) 

Theoretical isomeric cross section (mb) using EMPIRE-3.2 code 

MFP 1.5 MFP 3 

MSC 0 MSC 1 MSC 0 MSC 1 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning  

13.73 5.0 ± 0.4 4.17 3.59 4.35 3.75 4.17 3.59 5.12 4.48  
14.07 5.5 ± 0.5 4.25 3.66 4.45 3.84 4.25 3.66 5.25 4.60  
14.42 5.9 ± 0.5 4.21 3.64 4.42 3.81 4.21 3.64 5.29 4.64  
14.68 6.1 ± 0.5 4.22 3.65 4.43 3.83 4.22 3.65 5.33 4.69  
14.77 7.0 ± 0.6 4.23 3.66 4.45 3.85 4.23 3.66 5.37 4.72   

Table 4b 
Cross sections for 93Nb(n, α)90Ym reaction estimated over 13.73 MeV–14.77 MeV neutron energies using TALYS 1.8 code along with cross sections measured in the 
present work.   

Neutron 
energy (MeV) 

Measured isomeric 
cross section (mb) 

Theoretical isomeric cross section (mb) using TALYS 1.8 code 

Cstrip a 0.04 + colldamp + ctmglobal Cstrip a 1.6 + colldamp + ctmglobal Cstrip a 1.8 + colldamp + ctmglobal 

neutron local 
potential by 
Koning 

neutron global 
potential by Koning 

neutron local 
potential by 
Koning 

neutron global 
potential by Koning 

neutron local 
potential by 
Koning 

neutron global 
potential by Koning 

13.73 5.0 ± 0.4 5.56 5.53 25.55 25.50 28.11 28.06 
14.07 5.5 ± 0.5 6.11 6.07 27.05 26.99 29.73 29.67 
14.42 5.9 ± 0.5 6.74 6.69 28.62 28.54 31.42 31.35 
14.68 6.1 ± 0.5 7.13 7.06 29.20 29.10 32.03 31.93 
14.77 7.0 ± 0.6 7.09 7.02 29.10 29.01 31.93 31.84  

Table 5 
Cross sections for 92Mo(n, α)89Zrm reaction estimated over 13.73 MeV–14.77 MeV neutron energies using EMPIRE-3.2 and TALYS 1.8 codes along with cross sections 
measured in the present work.   

Neutron 
energy 
(MeV) 

Measured 
isomeric cross 
section (mb) 

Theoretical isomeric cross section (mb) 

EMPIRE-3.2 TALYS 1.8 

MFP 1.5 MFP 3 Cstrip a 1.6 Cstrip a 1.8 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

neutron 
potential 
by 
Strohmaier 

neutron global 
potential by 
Koning 

Koning 
neutron local 
potential 

neutron global 
potential by 
Koning 

Koning 
neutron local 
potential 

neutron global 
potential by 
Koning 

13.73 5.8 ± 0.3 6.16 5.40 6.36 5.61 5.88 5.85 6.32 6.30 
14.07 6.3 ± 0.3 6.53 5.73 6.83 6.04 6.62 6.60 7.12 7.09 
14.42 6.8 ± 0.4 6.88 6.06 7.28 6.45 7.23 7.20 7.75 7.72 
14.68 7.5 ± 0.4 7.04 6.21 7.46 6.62 7.98 7.95 8.56 8.52 
14.77 8.0 ± 0.4 7.13 6.29 7.58 6.73 7.90 7.86 8.45 8.42  
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present work as well as with most of those reported in literature (Anders 
et al., 1985; BarreiraFilho and Fanger, 1982; Dóczi et al., 1998; Fila-
tenkov, 2016; Fujino et al., 1977; Gonçalves et al., 1987; Grallert et al., 
1993; Husain et al., 1970; Ibn Majah et al., 2001; Ikeda et al., 1988; 
Marcinkowski et al., 1990; Molla et al., 1991; Mukherjee and Bakhru, 
1963; Osman, K.T.; Habbani, 1996; Raics et al., 1991; Reed, 1960; Sailer 
et al., 1977; Semkova et al., 2010; Sigg and Kuroda, 1975) between 10 
MeV and 16.3 MeV. 

The cross sections measured by Semkova (Semkova et al., 2010) 
above 16.5 MeV are found to be lower than those estimated theoretically 
using both codes, whereas the cross sections measured by IbnMajah (Ibn 
Majah et al., 2001) at 12.37 MeV and by SrinivasaRao (Srinivasa Rao 
et al., 1978) at 14.2 MeV are found to higher than the theoretically 
estimated cross sections. Moreover, the cross sections measured by 
Marcinkowski (Marcinkowski et al., 1990) at 15.9 MeV and at 16.6 MeV, 
by Bramlitt (Bramlitt and Fink, 1963) and by Brolley Jr (Brolley et al., 
1955) are found to be lower as compared to the theoretically estimated 
values. The overall picture shows a well determined production cross 
section of the 87Srm isomer for the (n, α) reaction on 90Zr. 

The cross sections for the 93Nb(n, α)90Ym reaction were calculated 
using some additional parameters available in both codes as compared 
to the set of input parameters which were used for the other two (n, α) 
reactions of the present study. This is mainly because the theoretical 
cross sections for this reaction obtained using EMPIRE-3.2 or TALYS-1.8 
are found to be much lower or much higher than the presently measured 
cross sections respectively. 

Table 4-a gives a summary of the cross sections for the 93Nb(n, 
α)90Ym reaction measured in the present work and estimated using the 
EMPIRE-3.2 code. It is observed from Table 4-a that the variation in the 
obtained isomeric cross sections is very small using all the options of the 
input parameters used in the theoretical calculations as compared to the 
variation in the measured isomeric cross sections, which is 2 mb over the 
whole neutron energy range. In the present work, out of all the input 
parameter options used in the theoretical calculations, only the option 
with MFP 3 and MSC 1 renders the theoretical cross-section values close 
to the measured ones at 13.73 MeV and 14.07 MeV. For the remaining 
three higher neutron energies, the theoretical cross sections are found to 
be lower than the corresponding measured ones. Similarly, Table 4-b 
gives a summary of the cross sections for the 93Nb(n, α)90Ym reaction 
measured in the present work and estimated using the TALYS-1.8 code 

by considering the different values for the Cstrip parameter along with 
colldamp, ctmglobal and the neutron local as well as global potentials by 
Koning. It is observed from Table 4-b that the cross-sections obtained 
using the Cstip parameter value 0.04 are close to the one measured in the 
present work as compared to any other set of input parameter options 
which resulted very large values at each neutron energy. 

Similarly, using the consistent set of the input parameters given in 
Table 4-a and Table 4-b, the cross sections of the 93Nb(n, α)90Ym reaction 
were estimated using EMPIRE-3.2 and TALYS-1.8 codes and the results 
are shown in Fig. 5. In addition, the cross sections measured in the 
present work and those reported in literature (Alford et al., 1961; Anders 
et al., 1985; Bramlitt and Fink, 1963; Dóczi et al., 1998; Fessler et al., 
2000; Filatenkov, 2016; Gaiser et al., 1979; Garlea et al., 1992; Harper 
and Alford, 1982; Husain et al., 1970; Ikeda et al., 1988; Jianzhou et al., 
1977; Kim et al., 1986; Levkovskii et al., 1970; Lu et al., 1970; Mannan 
and Qaim, 1988; Molla et al., 1991; Pasha et al., 2019; Ryves and Kol-
kowski, 1981; Turkiewicz, 1975; Wölfle et al., 1988) are also plotted in 
Fig. 5. The plots in Fig. 5 show that, the theoretical cross sections ob-
tained using almost all the best options of input model parameters of 
EMPIRE-3.2 and TALYS-1.8 codes mentioned in Table 4-a and Table 4-b 
are close to the cross sections measured in the present work within the 
uncertainties as well as to most of those reported in literature (Alford 
et al., 1961; Anders et al., 1985; Bramlitt and Fink, 1963; Dóczi et al., 
1998; Fessler et al., 2000; Filatenkov, 2016; Gaiser et al., 1979; Garlea 
et al., 1992; Harper and Alford, 1982; Husain et al., 1970; Ikeda et al., 
1988; Jianzhou et al., 1977; Kim et al., 1986; Lu et al., 1970; Mannan 
and Qaim, 1988; Molla et al., 1991; Pasha et al., 2019; Ryves and Kol-
kowski, 1981; Turkiewicz, 1975; Wölfle et al., 1988) between 10 MeV 
and 19 MeV. The cross sections measured by Woelfle (Wölfle et al., 
1988) between 12.55 MeV and 13.35 MeV and above 18.5 MeV are 
found to be higher than those estimated theoretically using both codes. 
However, the cross sections measured by Woelfle between 15.8 MeV and 
17 MeV lies between the theoretical cross sections estimated using both 
codes. Moreover, the cross sections measured by Levkovskii (Levkovskii 
et al., 1970) are found to be lower than the theoretically estimated cross 
sections. The overall picture shows a well determined production cross 
section of the 90Ym isomer for the (n, α) reaction on 93Nb. 

Table 5 gives a summary of the cross sections for 92Mo(n, α)89Zrm 

reaction measured in the present work and estimated theoretically. On 
comparing the theoretically estimated cross sections with the respective 

 

90Zr(n, )87Srm

Fig. 4. Cross sections for 90Zr(n, α)87Srm reaction at different neutron energies 
(i) measured in the present work and (ii) estimated over 10 MeV–20 MeV 
neutron energies using consistent set of input model parameters of EMPIRE-3.2 
and TALYS 1.8 codes in the present work. A few literatures cross sections are 
plotted for comparison. 

 

93Nb(n, )90Ym

Fig. 5. Cross sections for 93Nb(n, α)90Ym reaction at different neutron energies 
(i) measured in the present work and (ii) estimated over 10 MeV–20 MeV 
neutron energies using consistent set of input model parameters of EMPIRE-3.2 
and TALYS 1.8 codes in the present work. A few literatures cross sections are 
plotted for comparison. 
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measured ones given in Table 5, it is observed that the agreement is 
quite satisfactory as compared to any other set of input parameter op-
tions used. 

Using the consistent set of input parameters given in Table 5, the 
theoretical cross sections of the 92Mo(n, α)89Zrm reaction are shown in 
Fig. 6. In addition, the cross sections measured in the present work and 
those reported in literature (Amemiya et al., 1982; Filatenkov, 2016; 
Fujino et al., 1977; Garlea et al., 1992; Hasan et al., 1972; Ikeda et al., 
1988; Kanda, 1972; Lu et al., 1970; Marcinkowski et al., 1986; Qaim 
et al., 1974; Rao et al., 1981; Reimer et al., 2005; Sigg and Kuroda, 1975) 
are also plotted in Fig. 6. The plots in Fig. 6 show that, the theoretical 
cross sections obtained using almost all the best options of input model 
parameters of EMPIRE-3.2 and TALYS-1.8 codes mentioned in Table 5 
are also in good agreement with most of those reported in literature 
(Amemiya et al., 1982; Filatenkov, 2016; Ikeda et al., 1988; Marcin-
kowski et al., 1986; Sigg and Kuroda, 1975) between 13 MeV and 15.9 
MeV. The cross sections measured by Reimer (Reimer et al., 2005), 
Garlea (Garlea et al., 1992), SrinivasaRao (Rao et al., 1981), Fujino 
(Fujino et al., 1977), most of the measured cross sections by Kanda 
(1972), Hasan (Hasan et al., 1972) and Qaim (Qaim et al., 1974) are 
found to be lower than those estimated theoretically using both codes as 
well as earlier works mainly. In addition, the cross section measured by 
Lu (Lu et al., 1970) is found to be higher than those estimated theoret-
ically using both codes. The overall picture shows a well determined 
production cross section of the 89Zrm isomer for the (n, α) reaction on 
92Mo. 

From the results shown in Figs. 4–6, it can be observed that the 
theoretical cross sections for all the three reactions studied are found to 
decrease around and above 17 MeV as other reaction channels are 
beginning to emerge. 

The measured cross sections for these three reactions increase with 
the increase in neutron energy. Moreover, from the results of Table 2 it is 
quite interesting to know that, as the proton number increased by one 
when we go from zirconium to niobium or from niobium to molybde-
num, the probability of alpha particle emission also increased with the 
neutron energy. The present results indicate that the measured cross 
section at each neutron energy for the 92Mo(n, α)89Zrm reaction is found 
to be the highest as compared to the other two reactions whereas, for the 
90Zr(n, α)87Srm reaction it is found to be the lowest as compared to the 
other two reactions studied. This is mainly due to the increase in 
coulomb repulsion between the protons as we go from zirconium to 
molybdenum via niobium, because the percentage increase in the proton 
number is quite large as compared to percentage increase in the number 
of neutrons in a target nucleus which are responsible for compensating 
the coulomb repulsion between the protons. Therefore, these cross 
sections for the emission of α particles in these three reactions induced 
by fast neutrons for neutron-rich nuclei with N > 50 in the mass region ~ 
90 are found to be useful in testing the nuclear models. The results ob-
tained from the measurement are compared with new model calcula-
tions and also with works by other authors and good agreement was 
found to exist between the experimental data and the new model 
calculations. 

6. Conclusions 

The isomeric cross sections for the 90Zr(n, α)87Srm, 93Nb(n, α)90Ym 

and 92Mo(n, α)89Zrm reactions were measured at five neutron energies 
over the range of 13.73 MeV–14.77 MeV, using the neutron activation 
technique. The results obtained were compared with new model based 
calculated values and also with earlier works reported by other authors 
and were found to be in good agreement. The measured cross sections 
increase with the neutron energy from 13.73 MeV to 14.77 MeV. From 
the results of the present study, it can be concluded that as the proton 
number increases by one, from zirconium to niobium, or from niobium 
to molybdenum, the probability of alpha particle emission also increases 
at each corresponding neutron energy. Moreover, the theoretical cross- 

sections obtained using the mean free path multiplier namely MFP for 
EMPIRE-3.2 and those obtained using a sensitive parameter for alpha 
particle emission, namely Cstrip for TALYS-1.8, plays an important role 
in getting the cross-section values close to the measured ones in the 
present work. These experimental results are important for reactor 
technology applications and constitute an addition to the EXFOR 
database. 
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Fig. 6. Cross sections for 92Mo(n, α)89Zrm reaction at different neutron energies 
(i) measured in the present work and (ii) estimated over 10 MeV–20 MeV 
neutron energies using consistent set of input model parameters of EMPIRE-3.2 
and TALYS 1.8 codes in the present work. A few literatures cross sections are 
plotted for comparison. 

F.M.D. Attar et al.                                                                                                                                                                                                                              



Applied Radiation and Isotopes 184 (2022) 110192

8

References 

Avrigeanu, V., Chuvaev, S.V., Eichin, R., Filatenkov, A.A., Forrest, R.A., Freiesleben, H., 
Herman, M., Koning, A.J., Seidel, K., 2006. Pre-equilibrium reactions on the stable 
tungsten isotopes at low energy. Nucl. Phys. 765, 1–28. 

Avrigeanu, V., Hodgson, P.E., Avrigeanu, M., 1994. Global optical potentials for emitted 
alpha particles. Phys. Rev. C 49, 2136–2141. https://doi.org/10.1103/ 
PhysRevC.49.2136. 

Hubbell, J.H., Seltzer, S.M., 2004. Tables of x-Ray Mass Attenuation Coefficients and 
Mass Energy-Absorption Coefficients 1 keV to 20 meV for Elements z = 1 to 92 and 
48 Additional Substances of Dosimetric Interest. 

Alford, W.L., Koehler, D.R., Mandeville, C.E., 1961. Evidence for an isomeric state of 
${\mathrm{Y}}^{90. Phys. Rev. 123, 1365–1368. https://doi.org/10.1103/ 
PhysRev.123.1365. 

Amemiya, S., Ishibashi, K., Katoh, T., 1982. Neutron activation cross section of 
molybdenum isotopes at 14.8 MeV. J. Nucl. Sci. Technol. 19, 781–788. https://doi. 
org/10.1080/18811248.1982.9734218. 

Anders, B., Bahal, B.M., Pepelnik, R., 1985. Measurements of 14 MeV Neutron Activation 
Cross Section at KORONAR,GKSS-85-E-24,1985 Rept. Ges.  

Attar, F.M.D., Mandal, R., Dhole, S.D., Saxena, A., Ashokkumar, Ganesan, S., Kailas, S., 
Bhoraskar, V.N., 2008. Cross-sections for formation of 89Zrm through 90Zr(n,2n) 
89Zrm reaction over neutron energy range 13.73 MeV to 14.77 MeV. Nucl. Phys. 
802, 1–11. 

Attar, F.M.D., Dhole, S.D., Bhoraskar, V.N., 2014. Cross sections of the $(n,\phantom 
{\rule{0.16em}{0ex}}p)$ reaction on the $^{78}\mathrm{Se}$ and $^{80} 
\mathrm{Se}$ isotopes measured for 13.73 MeV to 14.77 MeV and estimated for 10 
MeV to 20 MeV neutron energies. Phys. Rev. C 90, 64609. https://doi.org/10.1103/ 
PhysRevC.90.064609. 

BarreiraFilho, J.L., Fanger, H.-U., 1982. Measurements of neutron activation cross 
sections at 14.4 MEV for ZN-68 and ZR-90, 82. Ges.Kernen.-Verwertung, Schiffbau 
and Schiffahrt, p. E-8. 

Bhoraskar, V.N., 1989. A facility for 14-MeV neutron irradiation and activation analysis. 
Indian J. Pure Appl. Phys. 27, 648–655. 

Blosser, H.G., Goodman, C.D., Handley, T.H., Randolph, M.L., 1955. 14-Mev ($n, 
\ensuremath{\alpha}$) Cross-Section Measurements. Phys. Rev. 100, 429–430. 
https://doi.org/10.1103/PhysRev.100.429.2. 

Bramlitt, E.T., Fink, R.W., 1963. Rare nuclear reactions induced by 14.7-MeV neutrons. 
Phys. Rev. 131, 2649–2663. https://doi.org/10.1103/PhysRev.131.2649. 

Brolley, J.E., Bunker, M.E., Cochran, D.R.F., Henkel, R.L., Mize, J.P., Starner, J.W., 1955. 
14-Mev ($n, \ensuremath{\alpha}$) Cross Sections in Zirconium. I. Phys. Rev. 99, 
330. https://doi.org/10.1103/PhysRev.99.330.Dóczi et al., 1998 Dóczi, R., 
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Lalremruata, B., Lee, Y.O., Makinaga, A., Matsumoto, K., Mikhaylyukova, M., 
Pikulina, G., Pronyaev, V.G., Saxena, A., Schwerer, O., Simakov, S.P., Soppera, N., 
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Abstract The production cross sections of69Ga(n,p)69Znm, 69Ga(n,2n)68Ga, 71Ga(n,p)71Znm and 71Ga(n,2n)70Ga reactions at
14.77±0.17 neutron energy and the bremsstrahlung spectrum averaged cross sections of69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions
at 15 MeV bremsstrahlung end point energy were measured using offline gamma spectrometry. Uncertainties in the measured cross
sections were reported with a detailed covariance analysis. The experimental results were compared with previously reported
experimental data from the EXFOR database and the evaluated nuclear data libraries ENDF/B-VIII.0, JENDL-5 and TENDL-2019.
Theoretical nuclear model calculations were performed with the TALYS-1.95 code with default and optimized input parameters to
fit with the experimental data. The measured cross sections were found to be in good agreement with the literature and theoretical
calculations.

1 Introduction

Gallium-68(68Ga) is an important Positron Emission Tomography (PET) radioisotope that decays with a half-life of 67.71 min [1]
and is used for diagnostic imaging in oncological applications [2–6]. The short half-life of68Ga makes it an ideal radioisotope for
clinical use [7]. 68Ga is used as one of the theranostic twins along with Lutetium-177 (177Lu) [8], here68Ga-labelled compounds
[9] are used for diagnostic imaging and177Lu-labelled compounds [10] target the somatostatin receptor.

68Ga can be prepared indirectly from its long-lived parent Germanium-68 which has a half-life of 271 days.68Ga can also be
produced directly in cyclotrons by bombarding (1) solid/liquid enriched zinc targets with either protons [11, 12] or deuterium ions
[13, 14] and (2) solid copper targets with alpha particles [15, 16]. Alternatively,68Ga can also be produced directly by bombarding
solid Gallium targets with either 14 MeV neutrons from a neutron generator via the69Ga(n,2n)68Ga nuclear reaction [17–19] or
15 MeV photons from a medical Linear accelerator(LINAC) via the69Ga(γ,n)68Ga nuclear reaction [20]. Table1 illustrates the
recent experimental studies on the production of68Ga.

A few authors [19,23–25] have experimentally measured the neutron-induced reaction cross sections on Gallium target at multiple
neutron energies in the energy range 9.44–18.7 MeV. The uncertainties reported by Pu et al. [25] is 4%, by Bormann et al. [24] is
10%, by Nesaraja et al. [23] is 28% and Raut et al. [19] is 3%. Several authors [17, 18, 26, 27] have measured the neutron-induced
reaction cross sections on Gallium target in the neutron energy range 13.5–14.9 MeV. However, the reported uncertainties vary from
5 to 20%. There are large discrepancies in the reported data hence there is a need to make precise measurements for neutron induced
reactions on Gallium. So far, only one experimental study [20] of photon-induced reactions on Gallium target has been done and
there is no data available for the same on the EXFOR database [28] for bremsstrahlung of end-point energy 15 MeV.

In the present work the production cross sections for69Ga(n,p)69Znm, 69Ga(n,2n)68Ga, 71Ga(n,p)71Znm and71Ga(n,2n)70Ga
reactions are measured at 14.77±0.17 MeV neutron energy with27Al(n,α)24Na as the monitor reaction, and the bremsstrahlung
spectrum averaged cross section for69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions are measured using 15 MeV bremsstrahlung photons
with 197Au(γ,n)196 g+mAu as the monitor reaction using the activation technique and off-line gamma-ray spectrometry. Theoretical
calculations for neutron induced reactions on Gallium from reaction13–17 Mev using the TALYS-1.95 [29] nuclear code were
compared along with the evaluated cross section data files from ENDF/B-VIII.0 [30], JENDL-5 [31], TENDL-2019 [32] libraries
and experimental data from the EXFOR database [28].
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Table 1 Recent studies for the production of68Ga

Nuclear reaction Threshold energy (MeV) Projectile energy range (MeV) Authors

68Zn(p,n)68Ga 3.758 20 Szelecsényi et al. [21]
68Zn(d,2n)68Ga 6.103 20–24 Zolbadral et al. [13], Simeckova et al. [14]
65Cu(α,n)68Ga 6.183 15–42 Hermanne et al. [15], Shahid et al. [22], Szelecsényi et al. [21]
69Ga(n,2n)68Ga 10.464 11–15 Pachuau et al. [17], Luo et al. [18]
69Ga(γ,n)68Ga 10.314 70 Schupp et al. [20]

Table 2 Timing details of the present experiment at 14.77 MeV neutron energy

Reaction Irradiation time (secs) Cooling time (secs) Counting time (secs)

69Ga(n,p)69mZn 3600 10,020 1809
69Ga(n,2n)68Ga 3600 3916 2254
71Ga(n,p)71mZn 3600 10,020 1809
71Ga(n,2n)70Ga 3600 3916 2254

2 Experimental details

2.1 Measurements of production cross sections of nuclear reactions on Gallium induced by 14.77 MeV neutrons

The neutron induced cross sections on Gallium were measured via the activation analysis technique with 14.77±0.17 MeV neutrons.
The neutron irradiation work was carried out at the 14 MeV neutron generator facility [33], Department of Physics, Savitribai Phule
Pune University, Pune, India. The 14 MeV neutron generator is a 250 kV DC electrostatic accelerator and the deuterium ions are
produced by an RF ion source [34]. The 14 MeV neutron beam was produced through the3H(d,n)4He (Q � 17.589 MeV) reaction
i.e. by bombarding~175 keV deuteron beam on an 8 Ci tritium target. Pure aluminium (99.99% purity) foils were used as monitor
element for the measurement of cross sections of the reactions. The neutron flux was determined with the27Al(n,α)24Na reference
reaction [35]. For the measurement of the gamma-ray activity a coaxial HPGe(30%) detector cooled by a liquid nitrogen cryostat
was used. The resolution of the detector was measured as 1.49 keV at 1332.5 keV of60Co. The detector was connected to an Ortec
EASY-MCA-8 K Multichannel Analyzer through an amplifier. The Ortec-make Maestro software was used for the data acquisition
and peak area analysis. To avoid contamination, the detector surface was covered with 0.1 mm thick mylar sheet. Eu-152 standard
source was used for the energy calibration of the HPGe detector. The calibration source was kept at 45 mm from the central area of
the detector surface. The dead time of the detector was kept below 2% throughout the counting of the irradiated samples by placing
them at 5 cm from the surface of the detector.

For the measurement of production cross sections, samples were prepared with powder of pure Ga2O3(99.99%) wrapped in pure
aluminium foil as monitor element. Each sample was prepared by sandwiching a known weight of element-powder, and then packing
in a polyethylene bag. By folding the polyethylene bag, wrapped between two aluminium foils the sample size of 10 mm×10 mm
was made. Three such samples were made and used in the present experiment. For the activation experiment, the gallium sample
was mounted at 0° with respect to the incident deuterium beam, where the neutron energy corresponds to 14.77±0.17 MeV. The
neutron energy of 14.77 MeV was predetermined for the particular sample irradiation position from the ratio of the cross-section
of 90Zr(n, 2n)89Zrg reaction to the cross-section of93Nb(n, 2n)92Nbm reaction [36]. The spread in the neutron energy arises from
the dimensions of the Al foil used for the neutron flux measurements, target geometry and the distance between the two. The half
angle subtended by the Al foil corresponds to a neutron energy spread of 0.17 MeV. The deuterium ion beam current on the target
was∼ 80μA at 175 kV accelerating voltage. The sample was irradiated with neutrons for 3600 s.

The gamma-ray activity of the neutron irradiated samples was measured by mounting the sample at the marked position in front
of the pre-calibrated HPGe detector. The experiment was repeated 3 times and the cross sections of the reaction were obtained by
taking average of three measurements, following the same procedure. Typical recorded gamma-ray spectrum for Ga and Al samples
irradiated by 14.77 MeV neutrons are shown in Fig.1, along with the timing details wheretirr is the irradiation time,tcool is the
cooling time andtcount is the counting time. The details of the irradiation time, cooling time and counting time are shown in Table
2. The nuclear data used for the reactions are given in Table3.
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Fig. 1 The typically recorded
spectra for the Ga sample and Al
monitor element irradiated by
14.77 MeV neutrons

Table 3 Decay data adopted in the present work [37–43]

Reaction Threshold (MeV) T1/2 Decay mode Eγ (keV) Iγ (%)

69Ga(n,p)69Znm 0.129 13.756±0.018 h IT (99.967%) 438.634 94.85±0.07
69Ga(n,2n)68Ga 10.464 67.71±0.08 m ecβ+ (100%) 1077.34 3.22±0.03
71Ga(n,p)71Znm 2.057 3.96±0.05 h β− (100%) 386.28 91.40±0.21
71Ga(n,2n)70Ga 9.432 21.14±0.05 m β− (99.59%) 1039.513 0.65±0.05
27Al(n,α) 24Na 3.249 14.997±0.012 h β− (100%) 1368.626 99.9936±0.0015
69Ga(γ,n)68Ga 10.314 67.71±0.08 m ecβ + (100%) 1077.34 3.22±0.03
71Ga(γ,n)70Ga 9.301 21.14±0.05 m B − (99.59%) 1039.513 0.65±0.05
197Au(γ,n)196gAu 8.073 6.1669±0.0006 d ecβ + (93%) 355.73 87±3

2.2 Measurements of production cross sections of nuclear reactions on Gallium induced by bremsstrahlung of 15 MeV end-point
energy

For the measurements of69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reaction cross sections,197Au(γ,n)196 g+mAu reaction was used as the
monitor reaction at 15 MeV bremsstrahlung end-point energy. The experiment was carried out using the medical linear electron
accelerator at Dr. Vikhe Patil Memorial Hospital, Ahmednagar, India. The bremsstrahlung of 15 MeV end point energy was obtained
by operating the medical linear electron accelerator in 15 MV photon mode. The photon beam field size was 5 cm×5 cm at the
isocenter (Source to Skin Distance� 100 cm on the patient table). The sample of Gallium was made by packing around 1 g of
natural Ga2O3 powder (99.99% pure) in 10 mm×10 mm polyethylene bag and such three samples were made. For bremsstrahlung
flux monitoring a gold foil of weight 0.5 g and of dimensions 10 mm×10 mm having thickness 0.025 mm was used. The Gallium
sample and Gold monitor was placed at a distance 100 cm from tungsten converter. Both the sample and the monitor were irradiated
by 15 MeV bremsstrahlung radiations produced by bombarding the tungsten target with 15 MeV electron beam at 5μA current

123



  711 Page 4 of 15 Eur. Phys. J. Plus         (2022) 137:711 

Fig. 2 The typically recorded
spectra for the Ga sample and Au
monitor element irradiated by
15 MeV bremsstrahlung photons
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for an irradiation time of 25 min. A constant dose rate of 670±10 cGy/min was maintained during irradiation. After irradiation
the Ga sample and the Au monitor were transferred to the control room where they were cooled and then counted separately. The
gamma-ray activity of the Ga sample and Au monitor was measured by the HPGe detector with an 8 k multi-channel analyser
system. Typical recorded gamma-ray spectrum for Ga and Au samples irradiated by 15 MeV bremsstrahlung photons are shown in
Fig. 2, along with the timing details wheretirr is the irradiation time,tcool is the cooling time andtcount is the counting time.

3 Data analysis

3.1 Detector calibration and uncertainty

The efficiency calibration of the HPGe detector was carried out with a standard152Eu source of known activity (A0 �
4336.98±86.74 Bq as on 1 Oct. 1999). The absolute efficiencyε for the point source placed at a distance of 45 mm from the
end-cap of the detector is given by the expression

ε � C KC

A0e−λT Iγ �t
(1)

whereC is the count obtained for a counting time (�t � 5200 s) for a particular gamma-line of152Eu having a decay intensityIγ ,
A0 is the activity of152Eu source at the time of manufacture, T is the time between date of manufacture to the beginning of counting
andKC is the correction factor for the coincidence summing effect. The coincidence summing correction and the absolute efficiency
thus obtained for point source geometry was transferred to absolute efficiency for the samples of finite size using EFFTRAN code
[44]. The data used in Eq.1 to obtain efficiencyε

(
Eγ

)
at each of the eight identifiedγ -rays of Eu-152 are presented in Table4.

Taylor series expansion of detector efficiency (Eq.1) as a function of four attributes,ε
(
Eγ

) � f
(
C, N0, Iγ , t1/2

)
:

(
�εi

εi

)2

�
(

�Ci

Ci

)2

+

(
�A0

A0

)2

+

(
�Iγ i

Iγ i

)2

+

(

T ln 2
�t1/2

t2
1/2

)2

(2)
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Table 4 Efficiency calibration of HPGe detector with a152Eu standard source

Eγ (keV) Iγ (%) C KC ε
(
Eγ

)

121.8 28.53±0.016 123,085±427 1.0465 5.999±0.126

344.8 26.59±0.20 55,854±307 1.0297 2.847±0.063

411.1 2.237±0.013 4352±100 1.0711 2.333±0.081

778.9 12.93±0.08 16,959±171 1.0419 0.931±0.028

964.1 14.51±0.07 15,809±163 1.0345 0.648±0.021

1112.1 13.67±0.08 11,002±166 1.0199 0.510±0.018

1299.1 1.633±0.01 1130±59 1.0422 0.402±0.040

1408.0 20.87±0.09 15,712±178 1.0265 0.361±0.013

Table 5 Correlation matrix for the measured detector efficiency at the calibration points

Eγ (KeV) Efficiency Correlation matrix

121.8 5.999±0.126 1

344.8 2.847±0.063 0.858 1

411.1 2.333±0.081 0.549 0.522 1

778.9 0.931±0.028 0.638 0.606 0.388 1

964.1 0.648±0.021 0.582 0.554 0.355 0.412 1

1112.1 0.510±0.018 0.521 0.495 0.317 0.368 0.336 1

1299.1 0.402±0.040 0.192 0.182 0.117 0.135 0.124 0.111 1

1408.0 0.361±0.013 0.541 0.515 0.330 0.383 0.350 0.313 0.115 1

Fig. 3 Measured detector
efficiency along with interpolated
detector efficiency fitting curve

where the expansion terms are as stated in ref. [45]. The covariance matrix for detector efficiencies was generated with the sandwich
formula

(Vε)ij �
4∑

r�1

eir Sijr ejr (3)

whereeir , e jr are the diagonal matrices andSi jr are the micro correlation matrices betweeneir ande jr due to therth attribute
as stated in ref. [46]. For uncorrelated elements(Ci , Iγ i ), the micro correlation matrix is given as a (n ×n) unit matrix and for
completely correlated elements(A0, t1/2), the micro correlation matrix is given as a (n ×n) square matrix with each element as 1.
The covariance matrix generated with Eqs.1and2 is given in Table5. The interpolated detector efficiency fitting curve and measured
detector efficiency is plotted in Fig.3.
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Table 6 Interpolated efficiencies with uncertainty and the correlation matrix for the sample and the monitor reaction

Eγ (KeV) Efficiency Correlation matrix

386.28 2.509±0.087 1

438.634 2.157±0.102 0.974 1

1039.513 0.571±0.015 0.442 0.293 1

1077.34 0.537±0.015 0.476 0.331 0.993 1

1368.626 0.374±0.011 0.491 0.385 0.650 0.668 1

The efficiencies of the detector at required points of energies were generated with a linear parametric function [46] by varyingm
from 1 to 8

ln εi �
m∑

i�1

pm(ln Ei )
m−1 (4)

The best quality of fit was achieved form � 6, with χ
8−6

2 � 1.14 ≈ 1, wherepm ’s are the parameters of the fitting function,
m is the order of the fitting function andEi is the energy ofγ -lines in MeV. In order to estimate the efficiencies corresponding to
γ -rays emitted from the decay of the reaction products68Ga,70Ga,24Na,27 Mg, 69mZn and.71mZn the following linear parametric
model was used

ln ε � −5.101− 1.695(lnE) + 0.17(ln E)2 + 0.749(lnE)3 + 0.448(lnE)4 + 0.093(lnE)5 (5)

The interpolated efficiencies and the corresponding correlation matrix for characteristicγ lines for the sample and the monitor
reaction are given in Table6. Table6has been generated from Table5 following Sect. III.A. Efficiency Calibration of HPGe Detector
Using152Eu Standard Gamma-Ray Source of Ref. [45].

3.2 Calculation of the correction factors

The induced activity in irradiated samples was corrected for coincidence summing effects and gamma ray self-attenuation. The
Coincidence summing correction factorfc was calculated with the TrueCoinc code [47]. The total efficiency curve for the HPGe
detector was calculated by counting the standard gamma sources22Na, 57Co, 60Co and137Cs each for a period of 3600 s and was
given as an input to the TrueCoinc code. The self-attenuation coefficientsfs due to interactions of gamma rays within the sample
thickness is given by

fs � μt

1 − e−μt
(6)

whereμ is the linear attenuation coefficient in cm−1 for the irradiated sample andt is the thickness of the sample in cm. The
mass attenuation coefficientμ/ρ for individual elements (Gallium, Oxygen, Aluminium and Gold) was obtained by interpolating
the curves from the NIST Standard Reference Database [48]. Theμ/ρ for the compound Ga2O3 was calculated using

(μ/ρ)Ga2O3� WGa(μ/ρ)Ga + WO(μ/ρ)O (7)

whereW is fraction of the element by weight in the compound Ga2O3 and(μ/ρ) is the mass attenuation coefficient of the element.
Therefore, the correction factorCF for induced activity in sample is given by

CF � fc × fs (8)

The calculated self-attenuation coefficientsfs and the coincidence summing correction factorfc are given in Table7 for Ga2O3

sample, Al and Au monitor.

3.3 Covariance analysis and measurement of (n,p) and (n,2n) reaction cross sections of69Ga and71Ga induced by 14.77 MeV
neutrons

In the present work cross sections of69Ga(n,2n)68Ga,71Ga(n,2n)70Ga,69Ga(n,p)69Znm and71Ga(n,p)71Znm reactions were measured
at 14.77±0.17 MeV neutron energy with27Al(n,α) 24Na as the monitor reaction. The cross section was determined using the neutron
activation equation [49]

σx � σm
C FxεmCx am Ax Mm Iγ m fm

C Fmεx Cmax Am Mx Iγ x fx
(9)
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Table 7 Self-attenuation coefficientfs and coincidence summing correction factorfc for sample and monitor reaction products

Product nuclide Eγ (keV) Sample fc fs CF

68Ga 1077.34 Ga2O3 1.0235 1.0185 1.0424
69Znm 438.634 Ga2O3 1 1.0290 1.0290
70Ga 1039.513 Ga2O3 1.0593 1.0188 1.0792
71Znm 386.28 Ga2O3 1.2135 1.0313 1.2516
24Na 1368.626 Al foil 1 1.0003 1.0003
196gAu 355.73 Au foil 1.0288 1.0253 1.0548

Table 8 Fractional uncertainties (%) in various parameters used to obtain cross sections

Reaction Cs Cm Iγ s Iγ m ηm,s fλs fλm Ms Mm as As Am σm

1 69Ga(n,p)69Znm 3.7773 0.7565 0.0738 0.0015 0.3944 0.1237 0.0697 0.0231 0.2017 0.0149 0.0014 7.41E-05 0.5

2 69Ga(n,2n)68Ga 0.6621 0.7565 0.9316 0.0015 0.0189 0.0478 0.0697 0.0231 0.2017 0.0149 0.0014 7.41E-05 0.5

3 71Ga(n,p)71Znm 4.7839 0.7565 2.2975 0.0015 0.3901 0.2934 0.0697 0.0231 0.2017 0.0225 0.0014 7.41E-05 0.5

4 71Ga(n,2n)70Ga 2.1120 0.7565 7.6923 0.0015 0.0203 0.0001 0.0697 0.0231 0.2017 0.0225 0.0014 7.41E-05 0.5

Cor(1,2) 0 1 0 1 0.207 0 1 1 1 1 1 1 1

Cor(1,3) 0 1 0 1 0.969 0 1 1 1 0 1 1 1

Cor(1,4) 0 1 0 1 0.181 0 1 1 1 0 1 1 1

Cor(2,3) 0 1 0 1 0.362 0 1 1 1 0 1 1 1

Cor(2,4) 0 1 0 1 0.988 0 1 1 1 0 1 1 1

Cor(3,4) 0 1 0 1 0.345 0 1 1 1 1 1 1 1

where the subscriptx denotes the sample reaction parameters and subscriptm denotes the monitor reaction parameters. Here
σm � 111.5 ± 0.42mb is taken from the IRDFF-II evaluated data file at 14.77 MeV.CF is the correction factor due to the
coincidence summing effects and the gamma ray self-attenuation,ε is the detector efficiency,C is the photo peak counts,a is the
isotopic abundance,A is the atomic mass,M is the mass,Iγ is the branching ratio ofγ -ray taken from [37] andf is the timing factor.
The timing factorf is given by

f �
(
1 − e−λtirr

)(
e−λtcool

)(
1 − e−λtcount

)

λ
(10)

whereλ is the decay constant,tirr is the irradiation time,tcool is the cooling time andtcount is the counting time.
The measured cross section calculated using Eq.9contains uncertainty [49] contributed by parameters observed with uncertainty.

The parameters with uncertainty are the monitor cross section(σm), efficiency(εm, εx ), counts(Cm, Cx ), isotopic abundance
(am, ax ), atomic mass(Am, Ax ), mass (Mm, Mx ), intensity

(
Iγ m, Iγ x

)
and timing factor( fm, fx ). The uncertainty in the detector

efficiencies is further reduced by adoptingηm,x � εm/εx [49] and the partial uncertainty inηm,x is �ηm,x
ηm,x

� cov(εm)+cov(εx )−2cov
(εm, εx ). The uncertainty in the time factorf is propagated as

(
� f

f

)2

�
(

�λ

λ

)2(
λtirre−λtirr

1 − e−λtirr
− λtcool +

λtcounte−λtcount

1 − e−λtcount
− 1

)2

(11)

where the uncertainty in the decay constantλ is�λ � (ln 2�T1/2)

(T1/2)
2 and the uncertainty in half-life is obtained from the ENDSF library

[50]. The partial uncertainties for each parameter of Eq.9 and their correlations are given in Table8. From Table8, the correlation
due to different attributes was assigned 0 for uncorrelated and assigned 1 for fully correlated. The fractional uncertainties of the
measured cross sections were calculated by taking the quadratic sum of the fractional uncertainties.
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Table 9 Correction factor (CTϕ ) for integrated flux along with the threshold energy

Reaction Threshold energy (MeV) CTϕ

197Au(γ,n)196gAu 8.073
69Ga(γ,n)68Ga 10.314 0.4853
71Ga(γ,n)70Ga 9.301 0.6944

Fig. 4 Bremsstrahlung spectrum
with end point energy of 15 MeV
simulated with GEANT4

3.4 Covariance analysis and the measurements of production cross sections of nuclear reactions on Gallium induced
by bremsstrahlung of 15 MeV end-point energy

In the present work bremsstrahlung spectrum averaged cross sections of69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions were measured
using the ratio method at bremsstrahlung of 15 MeV end-point energy with197Au(γ,n)196 g+mAu as monitor reaction. Here the cross
section was determined with the modified Eq.9,

〈σx 〉 � σm
C FxεmCx am Ax Mm Iγ m fm

C Fmεx Cmax Am Mx Iγ x fx CTϕ

(12)

where the parameters have the same meaning as in Eq.9 andIγ is the branching ratio ofγ -ray taken from [43]. CTϕ is the flux
ratio used to normalize the cross sections due to the monitor and targets having different threshold energies as given in Table9. σm

in Eq. 12 is the average value of the cross section for the monitor reaction from threshold energy to the endpoint bremsstrahlung
energy was calculated using

〈σm〉 �
∫ Emax

Em
ϕ(E)σ (E)d E

∫ Emax
Em

ϕ(E)d E
(13)

whereσ(E) is taken from interpolated values of [51] from threshold energy for the monitor reaction to 15 MeV bremsstrahlung end
point energy and the photon fluxϕ(E) was taken from the simulated bremsstrahlung spectrum Fig.4. The calculatedσm is 137.61±
5.87mb.

The flux ratio is given as

CTϕ �
∫ Emax

Ex
ϕ(E)dE

∫ Emax
Em

ϕ(E)dE
(14)

whereEmax � 15MeV , Ex is the threshold energy for the sample reaction andEm is the threshold energy for the monitor reaction.
ϕ(E) was taken from the bremsstrahlung spectrum in Fig.4 simulated with the Monte Carlo based GEANT4 code [52]. The photon
flux was estimated using a similar approach from our previous works [53, 54]. The bremsstrahlung spectrum for 15 MeV electrons
bombarding a 0.1 mm thick tungsten target at 5μA beam and the geometry of our experimental setup was considered for the
simulation. The bremsstrahlung spectrum was estimated at a distance of 100 cm from the tungsten target. The default physics
models of GEANT4 code with EMStandardPhysics physics list were used for the simulation.
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Table 10 Fractional uncertainties (%) in various parameters used to obtain cross sections

Reaction Cs Cm Iγ s Iγ m ηm,s fλs fλm Ms Mm as As Am σm

1 69Ga(γ,n)68Ga 9.0580 2.4799 0.9317 3.4483 0.0113 0.0001 0.0001 0.0232 0.1000 0.0150 0.0014 0.0003 4.3

2 71Ga(γ,n)70Ga 4.9808 2.4799 7.6923 3.4483 0.0119 0.0001 0.0001 0.0232 0.1000 0.0226 0.0014 0.0003 4.3

Cor(1,2) 0 1 0 1 0.988 0 1 1 1 0 1 1 0

The uncertainty in the parameters from Eq.12 are for monitor cross sectionσm and the other parameters follows from Eq.9.
The uncertainty in cross sectionσm is 4.3% with uncertainty in interpolated values for reference excitation function 8% and the
simulated bremsstrahlung spectrum by GEANT4 code having an uncertainty of 9% [55]. The partial uncertainties for each parameter
of Eq.12 and their correlations are given in Table10. From Table10, the correlation due to different attributes was assigned 0 for
uncorrelated and assigned 1 for fully correlated. The fractional uncertainties of the measured cross sections were calculated by
taking the quadratic sum of the fractional uncertainties.

4 Nuclear model calculations

The excitation functions for69Ga(n,p)69Znm, 69Ga(n,2n)68Ga,71Ga(n,p)71Znm and71Ga(n,2n)70Ga reactions were calculated from
13 to 17 MeV using the TALYS-1.95 nuclear reaction code [29]. The TALYS-1.95 code can be used for nuclear reactions that involve
incident projectiles as gammas, neutrons, protons, deuterons andα-particles in the incident energy range from 1 keV to 200 MeV. A
similar approach to our earlier work [56] that involves chi-squared validation of calculated cross sections with experimental data from
the EXFOR database was done. 384� 6×2×4×8 excitation functions were calculated with different combinations of 6 level density
models [57–62], 2 nucleon-nucleus optical model potentials [63], 4 pre-equilibrium models [64] and 8γ -ray strength functions
[65–71] available TALYS-1.95 code. A single set of models was chosen based on brute-force chi-square fitting. The uncertainty
due to statistical calculations was studied by randomly varying the value of a chosen set of parameters between±X% of its central
value [72]. The value ofX for parameter uncertainties is determined by comparison with existing experimental uncertainties [73].
1000 such calculations were carried out for each reaction to determine the uncertainty band in calculated excitation function due to
parameter uncertainties.

The excitation functions for69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions were calculated for photon energies from reaction
threshold to 15 MeV with the TALYS-1.95 code using the default constant temperature model for calculating nuclear level densities,
with eight available gamma-ray strength functions as given below.

(1) GSF-1: Generalized Lorentzian of Kopecky and Uhl [65]
(2) GSF-2: Generalized Lorentzian of Brink and Axel [66, 67]
(3) GSF-3: Hartee-Fock-BCS tables [69]
(4) GSF-4: Hartree–Fock-Bogolyubov tables [69]
(5) GSF-5: Hybrid model of Goriely [68]
(6) GSF-6: Goriely TDHFB [71]
(7) GSF-7: Temperature dependent relativistic mean field [70]
(8) GSF-8: Gogny D1M HFB + quasi-random-phase approximation [70]

5 Results and discussions

The measured neutron induced reaction cross sections on gallium, the covariance matrix and the correlation matrix generated with
Eq.2and Table8are presented in Table11. We have compared our measured cross sections with the previously reported experimental
data from the EXFOR database. The measured data was also compared with the evaluated cross section data from the ENDF/B-
VIII.0, JENDL-5 and TENDL-2019 libraries and the calculations with TALYS-1.95 nuclear code in Table12. For convenience, the
cross sections from TENDL-2019 evaluation are represented by a thin black solid line, ENDF/B-VIII.0 evaluation by a black dotted
line, the JENDL-5 evaluation by a violet dotted line, TALYS-1.95 95% upper confidence level by a red dashed line, TALYS-1.95
95% lower confidence level by a black dashed line and the region between the above two dashed lines is filled in Figs.5, 6, 7, 8.
Normalisation was carried out for the earlier reported experimental data with respect to the recent evaluated cross section data for
monitor reactions from IRDFF-II [35]. For the experimental data where monitor cross section was not reported, normalization was
not performed and was not compared with our work.

The measured photon induced reaction cross sections on gallium and the correlation matrix generated with Eq.2 and Table10
are presented in Table13. There are no photon induced cross sections reported in the EXFOR database.
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Table 11 Covariance matrix and correlation matrix for measured cross sections

Reaction Cross section (barns) Correlation matrix

69Ga(n,p)69Znm 0.02137±0.00084 1
69Ga(n,2n)68Ga 0.78958±0.01165 0.151 1
71Ga(n,p)71Znm 0.00903±0.00049 0.048 0.109 1
71Ga(n,2n)70Ga 1.17808±0.09462 0.028 0.073 0.02 1

Table 12 Measured neutron induced reactions cross section(barns) compared with evaluated data libraries [30, 32] and TALYS-1.95 calculations

Reaction Present work TALYS-1.95 ENDF/B-VIII.0 TENDL-2019 JENDL-5

69Ga(n,p)69Znm 0.02137±0.00084 0.0194±0.0009 0.0227 0.0289
69Ga(n,2n)68Ga 0.78958±0.01165 0.8189±0.0487 0.9268 0.8676 0.8351
71Ga(n,p)71Znm 0.00903±0.00049 0.0108±0.0003 0.014 0.0119
71Ga(n,2n)70Ga 1.17808±0.09462 1.0786±0.0382 1.0077 1.0618 1.0189

Fig. 5 A comparison of the
experimental69Ga(n,p)69Znm
reaction cross sections with the
evaluated JENDL-5,
TENDL-2019 data and theoretical
values using TALYS-1.95

Fig. 6 A comparison of the
experimental69Ga(n,2n)68Ga
reaction cross sections with the
evaluated ENDF/B-VIII.0,
JENDL-5, TENDL-2019 data and
theoretical values using
TALYS-1.95
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Fig. 7 A comparison of the
experimental71Ga(n,p)71Znm
reaction cross sections with the
evaluated JENDL-5,
TENDL-2019 data and theoretical
values using TALYS-1.95

Fig. 8 A comparison of the
experimental71Ga(n,2n)70Ga
reaction cross sections with the
evaluated ENDF/B-VIII.0,
JENDL-5, TENDL-2019 data and
theoretical values using
TALYS-1.95

Table 13 Correlation matrix for measured bremsstrahlung spectrum averaged cross section

Reaction Cross section (barns) Correlation matrix

69Ga(γ,n)68Ga 0.02171±0.00237 1
71Ga(γ,n)70Ga 0.04117±0.00452 0.305 1

5.1 The69Ga(n,p)69Znm reaction

Figure5 shows our measured cross section for the69Ga(n,p)69Znm reaction at 14.77±0.17 MeV neutron energy along with the
reported experimental data from the EXFOR database and the evaluated data from the ENDF/B-VIII.0, JENDL-5 and TENDL-2019
libraries. For this reaction, Pachuau et al. [17], Luo et al. [18], Raut et al. [19], Molla et al. [26], Sigg et al. [74], Schwerer et al. [75],
Wagner et al. [76], Demechelis et al. [77] and Bormann et al. [24] adopted27Al(n,α)24Na reaction as the monitor reaction. Pu et al.
[25] adopted93Nb(n,2n)93Nbm reaction as the monitor reaction. Nesaraja et al. [78] adopted56Fe(n,p)56Mn reaction as the monitor
reaction. Casanova et al. [79] and Vinitskaya et al. [80] adopted63Cu(n,2n)62Cu reaction as the monitor reaction. Reported cross
section data were normalised at respective neutron energies with respect to IRDFF-II data for respective the monitor reactions. All
the reported cross sections after normalization with IRDFF-II evaluated reference monitor data varied by less than 5%. As shown
in the Fig.5, cross sections reported by Luo et al. [18] and Vinitskaya et al. [80] whose neutron energies overlap with our value
are in good agreement with our result. Our measured cross section does not correspond with those reported by Pachuau et al. [17],
Molla et al. [26], Schwerer et al. [75] and Wagner et al. [76]. Our measured cross section is in good agreement with TALYS-1.95
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calculations and TENDL-2019 within the experimental error. However, the JENDL-5 evaluation is higher than our measured cross
section.

5.2 The69Ga(n,2n)68Ga reaction

Figure6 shows the measured cross section for69Ga(n,2n)68Ga reaction at 14.77±0.17 MeV neutron energy along with reported
experimental data from the EXFOR database and the evaluated data from ENDF/B-VIII.0 and TENDL-2019 libraries. For this
reaction, Pachuau et al. [17], Luo et al. [18], Raut et al. [19], Molla et al. [81], Sigg et al. [74], Wagner et al. [76], Bormann et al.
[24] adopted27Al(n,α)24Na reaction as monitor reaction. Pu et al. [25] adopted93Nb(n,2n)93Nbm reaction as monitor reaction.
Csikai et al. [27] and Valkonen et al. [82] adopted27Al(n,p)27Mg reaction as monitor reaction whereas Khurana et al. [83] adopted
56Fe(n,p)56Mn reaction as monitor reaction. Casanova et al. [79], Araminowicz et al. [84], Chatterjee et al. [85], Mitra [86] and
Rayburn [87] adopted63Cu(n,2n)62Cu reaction as monitor reaction. Reported cross section data was normalised at the respective
neutron energies with respect to the IRDFF-II data for the respective monitor reactions. Cross sections reported by Chatterjee et al.
[85] and Csikai et al. [27] after normalization with IRDFF-II changed by~9% of the original values. However, all other cross sections
varied by less than 5%. As shown in the Fig.6, cross sections reported by Molla et al. [81], Valkonen et al. [82], and Wagner et al.
[76] whose neutron energies overlap with our value are in good agreement with our result. Our measured cross section shows a
large deviation with those reported by Luo et al. [18], Pu et al. [25], Sigg et al. [74], Araminowicz et al. [84] Chatterjee et al. [85],
Csikai et al. [27], Mitra [86] Bormann et al. [24] and Khurana et al. [83]. Our measured cross section is in good agreement with
the TALYS-1.95 calculations within the experimental error, while the ENDF/B-VIII.0 and JENDL-5, TENDL-2019 evaluations are
higher than our measured cross section.

5.3 The71Ga(n,p)71Znm reaction

Figure7 shows our measured cross section for71Ga(n,p)71Znm reaction at 14.77±0.17 MeV neutron energy along with reported
experimental data from the EXFOR database and evaluated data from ENDF/B-VIII.0 and TENDL-2019 libraries. For this reaction,
Pachuau et al. [17], Luo et al. [18], Raut et al. [19], Nesaraja et al. [23], Molla et al. [26], Schwerer et al. [75], Wagner et al. [76],
and Demechelis et al. [77] adopted27Al(n,α)24Na reaction as monitor reaction. Pu et al. [25] adopted93Nb(n,2n)93Nbm reaction as
monitor reaction while Grochulski et al. [88] adopted56Fe(n,p)56Mn reaction as monitor reaction. Casanova et al. [79] and Vinitskaya
et al. [80] adopted63Cu(n,2n)62Cu reaction as monitor reaction. Reported cross section data were normalised at respective neutron
energies with respect to the IRDFF-II data for respective monitor reactions. Reported cross sections varied by less than 5% after
normalization.

As shown in the Fig.7, cross sections reported by Pachuau et al. [17] whose neutron energies overlap with our value are in good
agreement with our result. Our measured cross section do not correspond with those reported by Luo et al. [18], Molla et al. [26],
Wagner et al. [76] and Vinitskaya et al. [80]. Our measured cross section is in good agreement with TALYS-1.95 calculations and
TENDL-2019 within the experimental error. However, our measured cross section is lower than the JENDL-5 evaluation.

5.4 The71Ga(n,2n)70Ga reaction

Figure8 shows the measured cross section for71Ga(n,2n)70Ga reaction at 14.77±0.17 MeV neutron energy along with reported
experimental data from the EXFOR database and evaluated data from ENDF/B-VIII.0 and TENDL-2019 libraries. For this reaction,
Pachuau et al. [17], Luo et al. [18], Wang et al. [89] and Nesaraja et al. [23] adopted27Al(n,α)24Na reaction as monitor reaction
while Csikai et al. [27] adopted27Al(n,p)27 Mg reaction as monitor reaction. Casanova et al. [79] and Vinitskaya et al. [80] adopted
63Cu(n,2n)62Cu reaction as monitor reaction while Grochulski et al. [88] adopted56Fe(n,p)56Mn reaction as monitor reaction. The
reported cross section was normalised at respective neutron energies with respect to IRDFF-II data for respective monitor reactions.
Cross sections reported by Csikai et al. [27] and Khurana et al. [83] after normalization with IRDFF-II changed by 9–55% of the
original values. However, all other reported cross sections after normalisation varied by less than 5%.

As shown in the Fig.8, cross sections reported by Pachuau et al. [17], Luo et al. [18], and Wang et al. [89] whose neutron
energies overlap with our value are in good agreement with our result. Our measured cross section shows a large deviation with
those reported by Csikai et al. [27] and Khurana et al. [83]. Our measured cross section is in good agreement with TALYS-1.95
calculations within the experimental error, while the ENDF/B-VIII.0, JENDL-5 and TENDL-2019 evaluations are lower than our
measured cross section.

5.5 The69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reaction

In the present work, the bremsstrahlung spectrum averaged cross sections of69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions, have
been measured relative to the cross section of197Au(γ,n)196 g+mAu reaction monitor. A detailed covariance analysis for measured
cross section has been done. The total uncertainties in the measured cross sections of69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions
are 10.486% and 10.571% respectively, having a correlation of 30%. The bremsstrahlung spectrum averaged cross sectionσ for
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Fig. 9 A comparison of the
experimental bremsstrahlung
spectrum averaged cross sections
of 69Ga(γ,n)68Ga reaction cross
section with the evaluated
TENDL-2019 data and theoretical
values for 8γ -ray strength
functions using TALYS-1.95

Fig. 10 A comparison of the
experimental bremsstrahlung
spectrum averaged cross sections
of 71Ga(γ,n)70Ga reaction cross
section with the evaluated
TENDL-2019 data and theoretical
values for 8γ -ray strength
functions using TALYS-1.95

the 69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reaction at the 15 MeV bremsstrahlung endpoint energy have been measured for the first
time. The energy dependant cross section from TENDL-2019 and TALYS-1.95 calculations with eight different gamma-ray strength
functions (GSF-1 to GSF-8) have been converted to the bremsstrahlung spectrum averaged cross section for bremsstrahlung with
end point energy of 15 MeV by using Eq.14 and compared with our result in Figs.9 and10. It is observed from our work that for
the69Ga(γ,n)68Ga reaction, the measured bremsstrahlung spectrum averaged cross section is lower than TENDL-2019 and (GSF-1
to GSF-8) calculations. This could be related to the correction factor for threshold energy and the shape of the reference excitation
function of the197Au(γ,n)196 g+mAu monitor reaction. For71Ga(γ,n)70Ga reaction our measured bremsstrahlung spectrum averaged
cross section is in agreement with TENDL-2019, GSF-4 and GSF-6 within the experimental error. However, it was lower than
GSF-3, GSF-7 and GSF-8 while higher than GSF-1, GSF-2 and GSF-5.

6 Conclusions

Cross sections for69Ga(n,p)69Znm, 69Ga(n,2n)68Ga, 71Ga(n,p)71Znm and 71Ga(n,2n)70Ga reactions were measured at
14.77±0.17 MeV neutron energy with27Al(n,α)24Na reaction as the monitor reaction, and the bremsstrahlung spectrum aver-
aged cross section for69Ga(γ,n)68Ga and71Ga(γ,n)70Ga reactions were measured using 15 MeV bremsstrahlung photons with
197Au(γ,n)196 g+mAu reaction as the monitor reaction using activation technique and off-line gamma-ray spectrometry. A detailed
covariance analysis was performed for determination of uncertainty in the measured cross section inclusive of the contribution from
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various sources. The experimental results were compared with the previously reported EXFOR data that had been normalized by
the latest IRDFF-II monitor data and the evaluated nuclear data libraries ENDF/B-VIII.0, JENDL-5, TENDL-2019. The measured
cross sections were found to be in good agreement with certain literature and theoretical calculations with the TALYS-1.95 code.
The bremsstrahlung induced reaction cross sections are reported for the first time at 15 MeV end point energy.
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Abstract

The cross sections of the nuclear reactions 142Nd(n,2n)141Nd, 148Nd(n,2n)147Nd, 150Nd(n,2n)149Nd, 
142Nd(n,2n)141mNd and 146Nd(n,p)146Pr at 14.77 MeV neutron energy and the cross section of 
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bremsstrahlung endpoint energies were measured using offline gamma spectroscopy. The photon-induced 
cross sections are reported for the first time at 10 MeV and 15 MeV bremsstrahlung endpoint energies. 
The uncertainties in the measured data were calculated using covariance analysis. The experimental re-
sults were compared with the previously reported EXFOR data and with the evaluated nuclear data libraries 
ENDF/B.-VIII.0, JEFF-3.3, JENDL-4.0, CENDL-3.2 and TENDL-2019. The theoretical nuclear model cal-
culations were performed using the TALYS-1.95 code with default and optimized input parameters tuned to 
reproduce the present and literature data. The present data are in good agreement with other literature and 
evaluated data. The results are useful for the development of particle accelerators, reactors and the EXFOR 
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1. Introduction

The knowledge of cross sections of the nuclear reactions induced by neutrons and photons is 
required for several fields of science, such as nuclear structure, model calculations and nuclear 
reaction theory. Measurements of neutron-induced nuclear reaction cross sections around 14 
MeV energy are of great importance for fusion reactor design. Similarly, measurements of cross 
sections of photon-induced nuclear reactions are significant for evaluating the radiation damage 
to the structural materials. Furthermore, due to unavailability of photon sources insufficient data 
are available for the cross sections of photon-induced nuclear reactions. Recently, due to the 
development of medium energy linear and cyclic electron accelerators, bremsstrahlung beams 
are readily available. The photonuclear reactions are also important to produce neutrons via (γ ,n) 
reactions. The (γ ,n) reactions have high values of cross sections in the 8-15 MeV photon energy 
range around the giant dipole resonance region [1]. Therefore, the measurements of cross sections 
for the nuclear reactions induced by the neutrons and photons are of high importance.

Neodymium is an important rare earth element, which occurs naturally as 7 stable isotopes 
having mass numbers (with relative abundances in brackets) 142(27.152%), 143(12.174%), 
144(23.798%), 145(8.293%), 146(17.189%), 148(5.756%) and 150(5.638%). It has various prac-
tical applications such as permanent magnets, lasers and glass [2–5] and is also used as a monitor 
for burnup analysis of spent nuclear fuel [6,7].

The experimentally measured neutron-induced nuclear reaction cross sections of neodymium 
isotopes have been reported in the EXFOR database by the authors [8,9,18–27,10,28–33,11–17]. 
Similarly, the photon-induced reaction cross sections on neodymium isotopes have been reported 
by four authors [34–37]. Most of these cross sections were reported before 1990, which contain 
discrepancies, whereas the covariance analysis with detailed report of partial uncertainties has 
not been reported by most of the authors. The discrepancies in the data are due to the use of 
detectors having poor energy resolution (beta counting or NaI(Tl)), counting methods and nu-
clear parameters used. The data evaluators also face difficulty in finding the uncertainties with 
its breakdown [38]. Therefore, more accurate measurements of the cross sections of nuclear re-
actions on neodymium isotopes is necessary.

In the present work, we report on the cross sections of four (n,2n) and one (n,p) nuclear reac-
tions at 14.77 MeV neutron energy and two (γ ,n) nuclear reactions at 10 MeV bremsstrahlung 
endpoint energy and three (γ ,n) nuclear reactions at 15 MeV bremsstrahlung endpoint energy, 
followed by covariance analysis for each reaction. The (γ ,n) cross sections using 10 and 15 MeV 
bremsstrahlung photons are reported for the first time. The measured cross sections are compared 
with the available literature data from the EXFOR [39] database and also with the evaluated nu-
clear data libraries ENDF/B.-VIII.0 [40], JEFF-3.3 [41], JENDL-4.0 [42], CENDL-3.2 [43] and 
TENDL-2019 [44]. The theoretical model calculations for these nuclear reaction cross sections 
were performed with the TALYS-1.95 [45] nuclear model code with optimized parameters of the 
code. The measured cross sections are in good agreement with the literature data, TALYS-1.95 
calculations and evaluated nuclear data. An elaborate description of the methods employed in the 
present work is given in the following sections.
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2. Experimental details

2.1. Sample preparation

The samples were made from a pure (99.9%) Nd2O3 powder of natural isotopic abundance. 
2 grams of powder was measured with a microbalance with an accuracy of ± 10 µg, which 
was covered in a polyethylene bag. The polyethylene bag was folded in such a way so that size 
of the powder sample was close to 10 mm x 10 mm. The sample used for neutron irradiation 
was wrapped with a pure aluminum foil  weighing 0.3 grams, for neutron flux monitoring. For 
bremsstrahlung irradiation, a gold foil  of 0.5 gm and size 10 mm x 10 mm was placed along with 
the neodymium samples, for monitoring bremsstrahlung flux.

2.2. Irradiation

The neutron irradiation experiment of the Nd2O3 sample wrapped with the aluminum foil  
was carried out at the 14 MeV Neutron Generator Laboratory, Department of Physics, Savit-
ribai Phule Pune University, India [46]. The 14 MeV neutrons were produced by bombarding 
deuterium ions with an energy of 175 keV on an 8 Ci tritium target. At the termination of the 
deuterium beam at the tritium target, the beam had a 4 mm diameter and a beam current of 
∼100 µA. The Neodymium sample was mounted at 0o with respect to the incident deuterium 
beam, where the neutron energy corresponds to 14.77 ± 0.17 MeV. The neutron flux and energy 
distribution were determined by activation analysis with 27Al(n,α)24Na nuclear reaction. The 
uncertainty in the neutron energy is derived from the uncertainty in the cross section of (n,α) re-
action, detector efficiency and sample geometry [47]. The sample was irradiated for a period of 
3600 seconds. After the irradiation the sample was transferred to the gamma ray counting room.

The bremsstrahlung irradiation experiment of the Nd2O3 samples along with the gold foil  was 
carried out with the medical linear electron accelerator at Dr. Vikhe Patil Memorial Hospital, 
Ahmednagar, India. The Medical LINAC  is used for medical applications, having a monochro-
matic electron beam of current 5 µA and energy spread less than 0.5%. The bremsstrahlung 
photons were generated by bombarding the high energy electron beam on a tungsten target. The 
operators had setup the collimators of the system to give a field size of 5 cm X 5 cm at the patient 
table situated at 100 cm from the tungsten target. The samples were placed in the given field 
area on the patient table. The samples were irradiated one by one with bremsstrahlung beams of 
10 MeV and 15 MeV endpoint energies, for a period of 1500 seconds. A constant dose rate of 
580 ± 10 cGy/min and 670 ± 10 cGy/min was maintained for 10 MeV and 15 MeV energies 
respectively. After the irradiation, samples were brought for gamma spectroscopy with the HPGe 
detector in the control room of the medical LINAC.

2.3. Measurement of γ -ray activity

After irradiation, the samples were transferred to the counting room for gamma spectroscopy. 
The gamma ray activity of the samples was measured with a lead shielded and pre-calibrated 
HPGe detector having 30% relative efficiency and 1.5 keV energy resolution at 1.33 MeV gamma 
energy. The data acquisition was carried out with an Ortec Manufactured Easy MCA 8k coupled 
with PC based Maestro software. For the measurements of different products generated through 
(n,2n), (n,p) and (γ ,n) reactions with neodymium, a proper cooling time and counting time plan 
had been implemented because the half-life of the products varies from 62 seconds to 10.98 days. 
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Table 1
Details of the irradiation, cooling, counting time and threshold energy of the reactions.

Reaction Projectile 
Radiation

Irradiation 
Time 
(seconds)

Cooling 
Time 
(seconds)

Counting 
Time 
(seconds)

Threshold 
Energy Eth
(MeV)

142Nd(n,2n)141Nd

14.77 MeV 
Neutrons

3600 1860 5485 9.899
148Nd(n,2n)147Nd 3600 73380 3600 7.382
150Nd(n,2n)149Nd 3600 1860 5485 7.375
142Nd(n,2n)141mNd 3600 40 62 10.66
146Nd(n,p)146Pr 3600 360 1750 3.490

142Nd(γ ,n)141Nd
Bremsstrahlung 
15 MeV

1500 692 372 9.829
150Nd(γ ,n)149Nd 1500 692 372 7.375
148Nd(γ ,n)147Nd 1500 121820 3600 7.332

150Nd(γ ,n)149Nd Bremsstrahlung 
10 MeV

1500 340 425 7.375
148Nd(γ ,n)147Nd 1500 54360 3600 7.332

Table 2
Nuclear spectroscopic data for the different radioisotopes produced [48–54].

Nuclide Half-life Decay Mode Eγ (keV) Iγ (%)
141Nd 2.49±0.03 h ecβ+ (100%) 1126.91 0.80±0.03
147Nd 10.98±0.01 d β- (100%) 531.016 13.4±0.3
149Nd 1.728±0.001 h β- (100%) 211.309 25.9±1.4
141mNd 62±8 sec IT (99.95%) 756.51 91.6
146Pr 24.09±0.1 m β- (100%) 453.86 46±3
27Mg 9.458±0.012 m β- (100%) 843.76 71.80±0.2
24Na 14.997±0.012 h β- (100%) 1368.626 99.9936±0.0015
196Au 6.1669±0.0006 d ecβ+ (93%) 355.73 87±3

Here, the cooling time means the time from the end of the irradiation to the start of the gamma 
counting. The details of the irradiation, cooling and counting time used for different reactions 
are given in Table 1. The details of the nuclear spectroscopic data for the different radioisotopes 
produced are given in Table 2. The decay data was adopted from the ENSDF library [48–54]. 
The typical recorded spectra of neutron irradiated Nd+Al and 10 and 15 MeV bremsstrahlung 
irradiated Nd and Au samples are shown in Fig. 1, Fig. 2 andFig. 3 respectively. The details of 
the irradiation time (t1), cooling time (t2) and counting time (t3) are also given in these figures.

3. Data analysis

3.1. Efficiency calibration for HPGe detector

The HPGe detector used for the gamma spectroscopy was calibrated using the standard 152Eu 
γ source. The 152Eu γ source has a half-life of 13.517 years [55] and initial activity A0= 4336.98 
Bq on 1 Oct. 1999. The detection efficiency of the HPGe detector was calculated by theEq. (1).

ε = Kc

C

A0Iγ e−λT �t
(1)
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Fig. 1. Gamma ray spectra of the 14.77 MeV neutron irradiated neodymium and aluminum sample.

where, ε is the geometry dependent efficiency, C is observed counts for a particular γ energy, A0

is the initial activity of the source at the time of manufacture, Iγ is the absolute intensity of the 
gamma peak, λ is the decay constant of the source, T is the time elapsed from the manufacturing 
of the source to the start of the counting, �t = 3600 seconds is the live time of the detector and 
Kc is the correction factor for the coincidence summing effect calculated by the EFFTRAN code 
[56]. The efficiency was transferred from a point source geometry to a finite source geometry by 
the EFFTRAN code, as the 152Eu γ source has a finite geometry. For calibration of the detector, 
the 152Eu γ source was placed at 50 mm from the surface of the detector to avoid large coinci-
dence summing errors. The details of the γ energies, intensities [55] and transferred efficiency ε
are given in Table 3. The efficiency calibration curve is shown in Fig. 4.
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Fig. 2. Gamma ray spectra for the bremsstrahlung irradiated neodymium samples.

The covariance analysis for the detection efficiencies of the HPGe detector was performed 
following the procedure given by Refs. [38,57–59]. The efficiency can be written as a function 
of the four attributes ε= (C, A0, Iγ , T1/2) and can be expanded asEq. (2).

(
�εi

εi

)2

=
(

�Ci

Ci

)2

+
(

�A0

A0

)2

+
(

�Iγ i

Iγ i

)2

+ (t�λ)2 (2)

where, �Ci, �A0, �Iγi and �λ are the uncertainties in Ci, A0, Iγ i and decay constant λ respec-
tively.

The partial uncertainties due to the four attributes (C, A0, Iγ , T1/2) and total uncertainty in 
detection efficiency at the corresponding γ energy is given in Table 4. The covariance matrix 
for the detector efficiencies is given in Table 5. The uncertainty at the corresponding energy 
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Fig. 3. Gamma ray spectra for the bremsstrahlung irradiated gold samples.

Table 3
Detector efficiency at corresponding gamma energies 
and intensities from 152Eu γ source and coincidence 
summing correction factor.

Eγ (keV) Iγ (%) Kc ε (%)

121.7817 28.53±0.16 1.0465 5.97907
244.6974 7.55±0.04 1.0663 3.83048
443.9606 2.827±0.014 1.0589 2.21235
778.9045 12.93±0.08 1.0419 0.97215
867.38 4.23±0.03 1.0768 0.77537
964.057 14.51±0.07 1.0345 0.64487
1112.076 13.67±0.08 1.0199 0.52811
1408.013 20.87±0.09 1.0265 0.36541
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Fig. 1. The typically recorded spectrum for the Sr sample and Al monitor element irradiated by 14.77 MeV neutrons.

deuteron beam on an 8 Ci tritium target. The neutron flux was determined with the 27Al(n,α)24Na 
reference monitor reaction [27]. The calculated neutron flux was ∼ 108 n/cm2.sec. The strontium 
sample was mounted at 0◦ with respect to the incident deuterium beam where the neutron energy 
corresponds to 14.77 ± 0.17 MeV [28]. The deuterium ion beam current on the tritium target was 
∼60 µA at 175 kV accelerating voltage. The sample was irradiated with neutrons for an hour and 
then immediately transferred to the counting room where it was cooled.

The gamma-ray activity of the irradiated samples were measured with a coaxial HPGe (30%) 
detector cooled by a liquid nitrogen cryostat. The energy resolution of the detector was measured 
as 1.49 keV at the 1332.5 keV peak of 60Co gamma source. The detector was connected to an 
Ortec EASY-MCA-8K Multichannel Analyser through an amplifier. The Ortec-make Maestro 
software was used for the data acquisition and the dead time was maintained below 2%. Eu-152 
standard source was used for energy calibration of the HPGe detector. The calibration source 
was kept at 50 mm from the central area of the detector surface. The gamma-ray activity of 
the neutron irradiated samples was measured by mounting the sample at the marked position in 
front of the pre-calibrated HPGe detector. Typical recorded gamma-ray spectrum for Sr and Al  
samples irradiated by 14.77 MeV neutrons are shown in Fig. 1, along with the timing details 
where t1 is the irradiation time, t2 is the cooling time and t3 is the counting time. The details of 
the irradiation time, cooling time and counting time are given in Table1. The nuclear data used 
for the reactions are given in Table2.

2.2. Measurements of 15 MeV bremsstrahlung induced nuclear reaction cross sections for 
Strontium

Samples of pure SrO2 (99.99%) powder of known weight and natural isotopic abundance were 
prepared. Au foil  (0.5 gm), of the same size as the samples was placed along with the samples for 
monitoring the bremsstrahlung flux. The bremsstrahlung irradiation experiment of the samples 
was carried out with the medical linear electron accelerator at Dr. Vikhe Patil Memorial Hospital, 
Ahmednagar, India. The Medical LINAC  is capable of delivering a monochromatic electron 
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Table 1
Timing details of the samples irradiated with 14.77 MeV neutrons.

Reaction Irradiation time 
(secs)

Cooling time 
(secs)

Counting time 
(secs)

88Sr(n,2n)87Srm 3600 5340 3747
88Sr(n,p)88Rb 3600 30 1385
88Sr(n,α)85Kr 3600 77040 7232
86Sr(n,2n)85Srm 3600 1480 3807
86Sr(n,2n)85Srg 3600 77040 7232
84Sr(n,2n)83Sr 3600 77040 7232

Table 2
Decay data adopted in the present work [5,29–31] along with threshold energy.

Reaction Threshold (MeV) T1/2 Decay mode Eγ (keV) Iγ (%)
88Sr(n,2n)87Srm 11.632 2.815± 0.012 h IT (99.7%) 388.531 82.19± 0.22
88Sr(n,p)88Rb 4.582 17.773± 0.018 m β− (100%) 898.03 14.4± 0.24
88Sr(n,α)85Kr 0.804 4.480± 0.008 h β− (78.8%) 151.195 75.2± 0.5
86Sr(n,2n)85Srm 11.859 67.63± 0.04 m IT (86.6%) 231.86 83.9± 0.4
86Sr(n,2n)85Srg 11.625 64.849± 0.007 d ec (100%) 514.0048 96± 4
84Sr(n,2n)83Sr 12.065 32.41± 0.03 h ecβ+ (100%) 762.65 26.7± 2.2

Table 3
Timing details of the samples irradiated with bremsstrahlung of 15 MeV end point energy.

Reaction Irradiation time 
(secs)

Cooling time 
(secs)

Counting time 
(secs)

88Sr(γ ,n)87Srm 1500 146 600
86Sr(γ ,n)85Srm 1500 146 600

beam of current 5 µA with an energy spread of less than 0.5%. The bremsstrahlung radiation 
was generated by bombarding the high energy electron beam on a tungsten target. A field size 
of 5 cm × 5 cm was setup by the operators at the patient table 100 cm from the source. The 
samples were placed in this field on the patient table. Both the Sr sample and Au monitor were 
irradiated simultaneously with bremsstrahlung of 15 MeV endpoint energies of dose rate 670 
± 10 cGy/min for 1500 seconds. Samples were taken to the control room after irradiation for 
counting. The gamma-ray activity of the irradiated samples was measured with a pre-calibrated 
HPGe (30%) detector one after the other. Typical recorded gamma-ray spectrum for Sr sample 
irradiated with bremsstrahlung of 15 MeV end point energy is shown in Fig. 2, along with the 
timing details. The timing details of the present experiment are given in Table3. The nuclear data 
used for the reactions are given in Table2.

3. Data analysis

3.1. Calibration and estimation of the efficiency of the HPGe detector

The calibration of the HPGe detector was carried out with a standard 152Eu source of known 
activity (A0 = 4336.98 ± 86.74 Bq as on 1 Oct. 1999). The absolute efficiency ε for the point
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Fig. 2. The typically recorded spectrum for the Sr sample irradiated by bremsstrahlung of 15 MeV end-point energy.

Table 4
HPGe detector efficiency calibration with 152Eu standard source.

Eγ (keV) Iγ (%) C KC ε(Eγ )

121.78 28.53± 0.016 73933± 296 1.0465 5.039± 0.103
344.28 26.59± 0.20 36812± 209 1.0297 2.692± 0.059
778.9 12.93± 0.08 8763± 110 1.0711 1.318± 0.032
964.08 14.51± 0.07 8185± 105 1.0419 1.097± 0.027
1112.07 13.67± 0.08 6960± 107 1.0345 0.990± 0.026
1408.01 20.87± 0.09 8630± 97 1.0265 0.804± 0.019

source placed at a distance of 55 mm from the end-cap of the detector is given by the expression

ε = CKC

A0e−λT Iγ �t
(1)

where C is the count obtained for a counting time (�t = 3600 seconds) for a particular gamma-
line of 152Eu having a decay intensity Iγ . A0 is the activity of 152Eu source at the time of 
manufacture, T is the time between date of manufacture to the beginning of counting and KC is 
the correction factor for the coincidence summing effect. Absolute efficiency was obtained from 
EFFTRAN code [32]. Efficiency ε(Eγ ) at each of the six identified γ -rays of Eu-152 are pre-
sented in Table4. The uncertainty in efficiency was calculated with the Taylor series expansion 
of detector efficiency (equation (1)) from Ref. [33]. The interpolated detector efficiency fitting 
curve and measured detector efficiency is plotted in Fig. 3.

The efficiencies of the detector at required points of energies were generated with a linear 
parametric function [34]

ln εi =
∑

m

pm(lnEi)
m−1 1≤ m ≤ 6 (2)
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Fig. 3. Measured detector efficiency with interpolated detector efficiency curve.

Table 5
Interpolated sample efficiencies with uncertainty and correlation matrix for the sample and the monitor reaction.

Eγ (keV) Efficiency Correlation matrix

151.195 4.612± 0.099 1.000
231.86 3.608± 0.084 0.977 1.000
388.53 2.439± 0.053 0.932 0.936 1.000
514.0048 1.921± 0.042 0.845 0.820 0.967 1.000
762.65 1.36± 0.03 0.748 0.688 0.886 0.971 1.000
843.76 1.244± 0.028 0.750 0.682 0.875 0.962 0.998 1.000
898.03 1.178± 0.026 0.758 0.687 0.872 0.956 0.995 0.999 1.000
1368.626 0.828± 0.019 0.870 0.809 0.797 0.765 0.761 0.786 0.809 1.000

The best quality of fit was achieved for m = 4, with χ
6−4

2 = 1.06 ≈ 1. In order to estimate the 
efficiencies corresponding to γ -rays emitted from the decay of the reaction products 87Srm, 88Rb, 
85Kr, 85Srm, 85Srg, 83Sr, 24Na and 27Mg, the following linear parametric model was used

ln ε = −4.534403− 0.856484 lnE + 0.067139 lnE2 + 0.059392 lnE3 (3)

The interpolated efficiencies and the corresponding correlation matrix for characteristic γ lines 
for the sample and the monitor reaction are given in Table5.

3.2. Measurement of (n,2n), (n,p) and (n,α) reaction cross sections on natural strontium target

The cross sections of 88Sr(n,2n)87Srm, 88Sr(n,p)88Rb, 88Sr(n,α)85Kr, 86Sr(n,2n)85Srm, 
86Sr(n,2n)85Srg and 84Sr(n,2n)83Sr reactions were measured at 14.77 ± 0.17 MeV neutron en-
ergy relative to 27Al(n,α)24Na monitor reaction. The cross section was determined with the 
neutron activation equation [35]

σs = σm

εmCsamAsIγmMmfmCFs

εsCmasAmIγ sMsfsCFm

(4)
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Table 6
Correction factors (CF) for self-attenuation and coincidence summing 
for sample and monitor.

Product nuclide Eγ (keV) Sample CF

87Srm 388.53 SrO2 1.021
88Rb 898.03 SrO2 1.011
85Kr 151 SrO2 1.013
85Srm 231.86 SrO2 1.041
85Srg 514.0048 SrO2 1.017
83Sr 762.65 SrO2 1.021
24Na 1368.626 Al foil 1.001
27Mg 843.76 Al foil 1.003
196Au 355.73 Au foil 1.055

where, the subscript s denotes sample reaction parameters and subscript m denotes the monitor 
reaction parameters. Here σm = 111.5 ± 0.42 mb is taken from the IRDFF-II evaluated data file 
at 14.77 MeV. ε is the detector efficiency, C is the photo peak counts, a is the isotopic abundance, 
A atomic mass, Iγ is the branching ratio of γ -ray taken from [36], M is the mass, f is the timing 
factor and CF is the correction factor due to coincidence summing effects and gamma ray self-
attenuation. The timing factor f is given by

f = (1− e−λt1)(e−λt2)(1− e−λt3)

λ
(5)

where, λ is the decay constant, t1 is the irradiation time, t2 is the cooling time and t3 is the 
counting time. The Coincidence summing correction factor fc was calculated by the TrueCoinc 
code [37]. The total efficiency curve for the HPGe detector was obtained from the TrueCoinc 
code. The self-attenuation coefficients fs due to interactions of gamma rays within the sample 
thickness is given by

fs = μt

1− e−μt
(6)

where μ is the linear attenuation coefficient in cm−1 for the irradiated sample and t is the 
thickness of the sample in cm. The mass attenuation coefficient μ/ρ for individual elements 
(Strontium, Oxygen, Aluminium and Gold) was obtained by interpolating the curves from the 
NIST Standard Reference Database [38]. The μ/ρ for the compound SrO2 was calculated using

(μ/ρ)SrO2 =
∑

i

Wi(μ/ρ)i (7)

where Wi is fraction of the ith element by weight in the compound SrO2 and (μ/ρ)i is the mass 
attenuation coefficient of the ith element. CF for induced activity in sample is given by

CF = fc × fs (8)

The calculated self-attenuation coefficients fs and coincidence summing correction factor fc are 
given in Table6 for SrO2 sample, Al  and Au monitor.

The measured cross section calculated with equation (4) contains uncertainty [35] contributed 
by parameters observed with uncertainty. The partial uncertainties for each parameter of equation 
(4) and their correlations are given in Table7 following Sec. 4.1.4 of Ref. [35]. The fractional 
uncertainties in atomic mass for sample and monitor are negligible.
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Table 7
Uncertainty in measured cross sections obtained with fractional uncertainties (%) in various parameters.

Reaction Cs Cm Iγ s Iγm ηm,s fλs fλm Ms Mm as σm

1 88Sr(n,2n)87Srm 1.1125 0.5163 0.2677 0.0015 0.1171 0.168 0.0708 0.05 0.1008 0.0121 0.5
2 88Sr(n,p)88Rb 2.3103 0.2856 1.6667 0.0015 0.0019 0.0158 0.0761 0.05 0.1008 0.0121 0.5
3 88Sr(n,α)85Kr 9.6234 0.4868 0.6649 0.0015 0.4664 0.4523 0.0046 0.05 0.1008 0.0121 0.5
4 86Sr(n,2n)85Srm 1.4513 0.6813 0.4768 0.0015 0.3046 0.0107 0.0711 0.05 0.1008 0.1014 0.5
5 86Sr(n,2n)85Srg 3.6021 0.4628 0.4167 0.0015 0.0704 0.0107 0.0046 0.05 0.1008 0.1014 0.5
6 84Sr(n,2n)83Sr 7.7079 0.4628 8.2397 0.0015 0.0331 0.0472 0.0046 0.05 0.1008 1.7857 0.5

Cor(1,2) 0 1 0 1 1 1 1 1 1 1 1
Cor(1,3) 0 1 0 1 1 1 1 1 1 1 1
Cor(1,4) 0 1 0 1 1 1 1 1 1 0 1
Cor(1,5) 0 1 0 1 1 1 1 1 1 0 1
Cor(1,6) 0 1 0 1 1 1 1 1 1 0 1
Cor(2,3) 0 1 0 1 1 1 1 1 1 1 1
Cor(2,4) 0 1 0 1 1 1 1 1 1 0 1
Cor(2,5) 0 1 0 1 1 1 1 1 1 0 1
Cor(2,6) 0 1 0 1 1 1 1 1 1 0 1
Cor(3,4) 0 1 0 1 1 1 1 1 1 0 1
Cor(3,5) 0 1 0 1 1 1 1 1 1 0 1
Cor(3,6) 0 1 0 1 1 1 1 1 1 0 1
Cor(4,5) 0 1 0 1 1 1 1 1 1 1 1
Cor(4,6) 0 1 0 1 1 1 1 1 1 0 1
Cor(5,6) 0 1 0 1 1 1 1 1 1 0 1

Table 8
Correction factor (CTϕ ) and the threshold energy for monitor and sam-
ple reactions.

Reaction Threshold energy (MeV) CT ϕ

197Au(γ ,n)196Au 8.073
88Sr(γ ,n)87mSr 11.113 0.34
86Sr(γ ,n)85mSr 11.492 0.29

3.3. Measurement of (γ ,n) reaction cross sections for natural strontium target

The average cross sections of 88Sr(γ ,n)87mSr and 86Sr(γ ,n)85mSr reactions were measured us-
ing the ratio method [39] at bremsstrahlung of 15 MeV end-point energy with 197Au(γ ,n)196Au 
as the monitor reaction. Here, the cross section was determined with the equation

σx = 〈σm〉 CFxεmCxamAxIγmMmfm

CFmεxCmaxAmIγxMsfxCTϕ

(9)

where the parameters have the same meaning as in equation (4) and Iγ is the branching ratio of 
γ -ray taken from Refs. [5,30,40]. CTϕ is the flux ratio used to normalise the cross sections due 
to the monitor and targets having different threshold energies and is given in Table8.
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Fig. 4. GEANT4 simulated bremsstrahlung spectrum of 15 MeV end point energy.

The flux ratio is given as

CTϕ =
∫ Emax
Ex

ϕ(E)dE
∫ Emax
Em

ϕ(E)dE
(10)

where Emax = 15 MeV, Ex is the threshold energy for the sample and Em is the threshold 
energy for the sample. ϕ(E) was taken from the bremsstrahlung spectrum Fig. 4 simulated using 
Monte Carlo based GEANT4 code [41]. The Geant4 simulations were performed by default 
physics models with EMStandardPhysics physics list. The bremsstrahlung photons incident on 
the sample surface was estimated by adopting the LINAC  geometry of the experiment. The dose 
deposited on the patient table was correlated with the simulated dose deposit to obtain the photon 
flux as in Refs. [42,43].

〈σm〉 =
∫ Emax
Em

ϕ(E)σ(E)dE
∫ Emax
Em

ϕ(E)dE
(11)

〈σm〉 in equation (9) is the average value of the cross section for the monitor reaction from 
threshold energy to 15 MeV and ϕ(E) is taken from the simulated bremsstrahlung spectrum 
Fig.4 and σ(E) is taken from interpolated cross section of 197Au(γ ,n)196Au reaction in Ref. [44]
from threshold energy for the monitor reaction to 15 MeV bremsstrahlung end point energy.

Here 〈σm〉 = 158.93 ± 4.76 mb is calculated from equation (11). The partial uncertainties for 
each parameter of equation (9) and their correlations are given in Table9. The fractional uncer-
tainties in atomic mass for sample and timing factor for monitor are negligible. The fractional 
uncertainties of the measured cross sections were calculated as the quadratic sum of the fractional 
uncertainties.

4. Nuclear model calculations

The excitation functions for 88Sr(n,2n)87Srm, 88Sr(n,p)88Rb, 88Sr(n,α)85Kr, 86Sr(n,2n)85Srm,
86Sr(n,2n)85Srg and 84Sr(n,2n)83Sr reactions were calculated from reaction threshold to 20 MeV 
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Table 9
Fractional uncertainties (%) in various parameters used to obtain cross sections.

Reaction Cs Cm Iγ s Iγm ηm,s fλs Ms Mm as Am σm

1 88Sr(γ ,n)87mSr 0.9892 2.4799 0.2677 3.4483 0.0621 0.3961 0.05 0.1 0.1014 0.0003 3.
2 86Sr(γ ,n)85mSr 2.5868 2.4799 0.4768 3.4483 0.0363 0.0491 0.05 0.1 0.0121 0.0003 3.

Cor(1,2) 0 1 0 1 1 1 1 1 0 1 0

with the TALYS-1.95 statistical model code [22]. The TALYS-1.95 code can be used for nu-
clear reactions that involve incident projectiles such as gammas, neutrons, protons, deuterons 
and α-particles in the incident energy range from 1 keV to 200 MeV. The TALYS-1.95 calcula-
tions of the present work are based on the contributions of the compound nucleus theory, direct 
reactions, optical model potentials and pre-equilibrium processes. An elaborate description of 
the TALYS-1.95 code can be found in Ref. [22]. Inelastic scattering for 14 MeV neutrons has 
both compound and direct-like components. The latter is described by the Distorted Wave Born 
Approximation (DWBA). At energies above the threshold of the (n,2n) channel, the direct-like 
components’ contribution to the inelastic scattering dominates the former. There are 384 model 
combinations in TALYS-1.95 code. These correspond to the combinations of six level density 
models [45–50], two nucleon-nucleus optical model potentials [51], four pre-equilibrium mod-
els [52] and eight γ -ray strength functions [53–59]. Chi-squared validation of calculated cross 
sections with experimental data from the EXFOR database was done to determine a consistent 
parameter set [60]. The uncertainty band in the optimised parameter set was studied based on 
Refs. [61,62]. Here, parameters of the level density model and optical model potential were as-
signed an uncertainty based on the above. 1000 calculations were performed to determine the 
uncertainty in the excitation functions by randomly varying the value of the aforementioned pa-
rameters within the optimised parameter set between ± X% of its central value. The neutron 
energies were binned at intervals of 1 MeV. The statistical mean corresponding to 1000 val-
ues of cross section and the standard deviation (SD) for each energy bin was calculated. The 
uncertainty in theoretical calculations was expressed as the percentage SD per unit calculated 
cross-section per bin multiplied by 1.96 to determine the 95% confidence interval. The direct-
like component was accounted for by DWBA calculations. The pre-equilibrium contributions 
were accounted for by the two-component exciton model [52]. The default local optical model 
parameters in the present work are the parameterisation of Koning and Delaroche [51]. The level 
densities are descried by the generalised superfluid model [49]. The gamma-ray transmission 
coefficients are calculated through the energy-dependent gamma-ray strength function given by 
Brink–Axel [54,55].

The excitation functions for 88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm were calculated for photon 
energies from reaction threshold to 20 MeV using TALYS-1.95 code with the default constant 
temperature model for calculating nuclear level densities, with the eight available gamma-ray 
strength functions as given below

(1) GSF-1: Generalised Lorentzian of Kopecky and Uhl [53]
(2) GSF-2: Generalised Lorentzian of Brink and Axel [54,55]
(3) GSF-3: Hartee-Fock-BCS tables [57]
(4) GSF-4: Hartree-Fock-Bogolyubov tables [57]
(5) GSF-5: Hybrid model of Goriely [56]
(6) GSF-6: Goriely TDHFB [59]
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Table 10
Measured cross sections with the covariance matrix and correlation matrix.

Reaction Cross section (barns) Covariance matrix (×10−4) Correlation matrix

88Sr(n,2n)87Srm 0.2772± 0.0038 1.88 1
88Sr(n,p)88Rb 0.0148± 0.0004 0.41 8.46 0.1 1
88Sr(n,α)85Kr 0.00127± 0.00012 0.63 0.4 93.96 0.05 0.01 1
86Sr(n,2n)85Srm 0.2881± 0.0051 0.63 0.45 0.73 3.16 0.27 0.09 0.04 1
86Sr(n,2n)85Srg 0.7427± 0.0274 0.5 0.39 0.52 0.6 13.63 0.1 0.04 0.01 0.09 1
84Sr(n,2n)83Sr 0.6552± 0.0749 0.5 0.39 0.51 0.58 0.47 130.96 0.03 0.01 0.01 0.03 0.01 1

Table 11
Measured cross section at 14.77 ± 0.17 MeV neutron energy compared with the evaluated 
data of the TENDL-2019 library [23] and TALYS-1.95 calculations.

Reaction Present work (barns) TALYS-1.95 (barns) TENDL-2019 (barns)

88Sr(n,2n)87Srm 0.2772± 0.0038 0.2587± 0.0288 0.2466
88Sr(n,p)88Rb 0.0148± 0.0004 0.0132± 0.0014 0.0165
88Sr(n,α)85Kr 0.00127± 0.00012 0.00011± 0.00010 0.00127
86Sr(n,2n)85Srm 0.2881± 0.0051 0.2841± 0.0308 0.2557
86Sr(n,2n)85Srg 0.7427± 0.0274 0.7849± 0.0625 0.7181
84Sr(n,2n)83Sr 0.6552± 0.0749 0.5553± 0.0833 0.5244

(7) GSF-7: T–dependent relativistic mean field [58]
(8) GSF-8: Gogny D1M HFB + quasi-random-phase approximation [58]

5. Results and discussion

The covariance matrix and the correlation matrix of the measured neutron-induced reaction 
cross sections for strontium are presented in Table10. Normalisation is carried out for earlier 
reported experimental data with respect to the recent evaluated cross section data for monitor 
cross section from the IRDFF-II [27] database. The measured cross sections for 88Sr(n,2n)87Srm, 
88Sr(n,p)88Rb, 88Sr(n,α)85Kr, 86Sr(n,2n)85Srm, 86Sr(n,2n)85Srg and 84Sr(n,2n)83Sr reactions are 
compared with the normalised experimental data from the EXFOR database. The measured 
data is also compared with the cross section reported by evaluated cross section data from the 
TENDL-2019 [23] library and statistical model calculations with the TALYS-1.95 nuclear code 
in Table11. For all the reactions in the present study, the TALYS-1.95 calculations were done 
with generalised the superfluid model for level densities (ldmodel 3), the exciton model for pre-
equilbrium contributions (preeqmode 2), the generalised lorentzian of Brink and Axel (strength 
2) and the local nucleon nucleus potential of Koning and Delaroche (localomp y). The optimised
TALYS-1.95, the cross sections from the TENDL-2019 evaluation are represented by a thin black 
solid line, ENDF/B-VIII.0 evaluation by a black dotted line, TALYS-1.95 95% upper confidence 
level by a red dotted, TALYS-1.95 95% lower confidence level by a black dashed line and the re-
gion between the above two dashed lines is filled in Fig.5 to Fig. 8. For experimental data where 
monitor cross section is not available on the EXFOR database, normalisation is not performed 
and compared with the present work.

The covariance matrix and the correlation matrix for measured photon-induced reaction cross 
sections on strontium are presented in Table12. The TENDL-2019 evaluated data is compared 
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Table 12
Covariance matrix and correlation matrix for measured cross sections.

Reaction Cross section (barns) Covariance matrix
(×10−4)

Correlation 
matrix

88Sr(γ ,n)87Srm 0.01566± 0.00083 28.274 1
86Sr(γ ,n)85Srm 0.01146± 0.00066 27.075 33.976 0.873 1

Table 13
Measured average cross section〈σ 〉 for 88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm reactions at 15 MeV bremsstrahlung end-
point energy.

Reaction Present work 
(barns)

TALYS-1.95 calculations (barns)

GSF-1 GSF-2 GSF-3 GSF-4 GSF-5 GSF-6 GSF-7 GSF-8
88Sr(γ ,n)87Srm 0.01566± 0.00083 0.02449 0.03142 0.04857 0.03336 0.02115 0.03336 0.03405 0.04597
86Sr(γ ,n)85Srm 0.01146± 0.00066 0.02586 0.03378 0.03894 0.03575 0.02319 0.03575 0.03368 0.04344

with TALYS-1.95 calculations for eight different gamma strength functions (GSF-1 to GSF-8) 
and the present work is presented in Table13.

5.1. The 88Sr(n,2n)87Srm reaction

In Fig. 5 the measured cross section for 88Sr(n,2n)87Srm reaction at 14.77 ± 0.17 MeV neu-
tron energy is plotted along with reported experimental data from the EXFOR database and 
evaluated data from the TENDL-2019 library. For this reaction, Filatenkov et al. [63], Muyao et 
al. [64], Molla et al. [65], Dabek et al. [66], Rao et al. [67], Holub et al. [68], Husain et al. [17] and 
Strohal et al. [19] adopted 27Al(n,α)24Na reaction as monitor reaction. He et al. [14] and Konno 
et al. [69] adopted 93Nb(n,2n)93Nbm reaction as a monitor reaction, while Minetti et al. [70]
adopted 63Cu(n,2n)62Cu reaction as a monitor reaction. Rao et al. [16] adopted 56Fe(n,p)56Mn 
reaction as monitor reaction. Reported cross section data are normalised at respective neutron 
energies with respect to IRDFF-II data for respective monitor reactions.

As shown in the Fig. 5, cross sections reported by Dabek et al. [66], Molla et al. [65], Konno 
et al. [69], Guozhu et al. [14] and Filatenkov et al. [71] whose neutron energies overlap with 
the present value are in good agreement with the present result within reported experimental 
uncertainty. Our measured cross section does not correspond with those reported by Zhou et 
al. [64], Husain et al. [17] and Minetti et al. [70]. The measured cross section is in good agreement 
with TALYS-1.95 calculations and the TENDL-2019 evaluation within the error bar.

5.2. The 88Sr(n,p)88Rb reaction

Fig.6 shows the measured cross section for 88Sr(n,p)88Rb reaction at 14.77 ± 0.17 MeV neu-
tron energy along with reported experimental data from the EXFOR database and evaluated data 
from the TENDL-2019 library. For this reaction, Kasugai et al. [72], Dabek et al. [66], Molla et 
al. [65], Tikku et al. [73], Husain et al. [17] and Strohal et al. [19] adopted 27Al(n,α)24Na reac-
tion as a monitor reaction. Guozhu-He et al. [14] adopted 93Nb(n,2n)93Nbm reaction as monitor 
reaction, whereas Levkovskii et al. [74,75] adopted 65Cu(n,2n)64Cu reaction as monitor reaction. 
Gupta et al. [76], Dresler et al. [77], Rao et al. [16] and Prasad et al. [78] adopted 56Fe(n,p)56Mn 
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Fig. 5. Comparison of the experimental 88Sr(n,2n)87Srm reaction cross sections with the evaluated TENDL-2019 data 
and theoretical values calculated with TALYS-1.95. (For interpretation of the colours in the figure(s), the reader is referred 
to the web version of this article.)

Fig. 6. Comparison of 88Sr(n,p)88Rb reaction experimental cross sections with the evaluated TENDL-2019 data and 
theoretical values using TALYS-1.95.

reaction as a monitor reaction. Reported cross section data are normalised at respective neutron 
energies with respect to IRDFF-II data for respective monitor reactions.

As shown in the Fig. 6, cross sections for 88Sr(n,p)88Rb reaction reported by Gupta et al. [76]
and Levkovskii et al. [75], whose neutron energies overlap with the present value are in good 
agreement with the present result. The measured cross section shows a large deviation with those 
reported by Guozhu-He et al. [14], Kasugai et al. [72], Dabek et al. [66], Molla et al. [65], Dresler 
et al. [77], Tikku et al. [73], Prasad et al. [78], Husain et al. [17] and Strohal et al. [19]. However, 
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Fig. 7. Comparison of experimental 88Sr(n,α)85Krm reaction cross sections with the evaluated TENDL-2019 data and 
theoretical values using TALYS-1.95.

the measured cross section is in good agreement with TALYS-1.95 calculations and the TENDL-
2019 evaluation within the error bar.

5.3. The 88Sr(n,α)85Krm reaction

In Fig. 7 the measured cross section for 88Sr(n,α)85Krm reaction at 14.77 ± 0.17 MeV neu-
tron energy is plotted along with reported experimental data from the EXFOR database and 
evaluated data from the TENDL-2019 library. For this reaction, Filatenkov et al. [63], Pepel-
nik et al. [79] and Strohal et al. [19] adopted 27Al(n,α)24Na reaction as a monitor reaction. He et 
al. [14] adopted 93Nb(n,2n)93Nbm reaction as a monitor reaction. Reported cross section data are 
normalised at respective neutron energies with respect to IRDFF-II data for respective monitor 
reactions.

The present results for 88Sr(n,α)85Krm reaction are in good agreement with the reported ex-
perimental cross sections of Filatenkov et al. [71], Guozhu-He et al. [14] and Pepelnik et al. [79]. 
Moreover, the measured cross section matches with TALYS-1.95 calculations and the TENDL-
2019 evaluation within the error bar.

5.4. The 86Sr(n,2n)85Srm reaction

Fig. 8 shows our measured cross section for 86Sr(n,2n)85Srm reaction at 14.77 ± 0.17 MeV 
neutron energy along with reported experimental data from the EXFOR database and evaluated 
data from the TENDL-2019 library. For this reaction, Ma Hui-Fang et al. [80], Dabek et al. [66], 
Rao et al. [81], Holub et al. [68], Husain et al. [17], Rieder et al. [82] and Strohal et al. [19]
adopted 27Al(n,α)24Na reaction as a monitor reaction. Luo et al. [83], Guozho-He et al. [14]
and Konno et al. [69] adopted 93Nb(n,2n)93Nbm reaction as a monitor reaction. Rao et al. [16]
adopted 56Fe(n,p)56Mn reaction as monitor reaction. Reported cross section data are normalised 
at respective neutron energies with respect to IRDFF-II data for respective monitor reactions.

As shown in the Fig. 8, cross sections for 86Sr(n,2n)85Srm reaction reported by Holab et 
al. [68] and Strohal et al. [19], whose neutron energies overlap with the present value are in good 
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Fig. 8. Comparison of 86Sr(n,2n)85Srm reaction experimental cross sections with the evaluated TENDL-2019 data and 
theoretical values using TALYS-1.95.

Fig. 9. Comparison of experimental 86Sr(n,2n)85Srg reaction cross sections with the evaluated TENDL-2019 data and 
theoretical values using TALYS-1.95.

agreement with the present result. Our measured cross section shows a large deviation with those 
reported by Luo et al. [83], Guozhu-He et al. [14], Konno et al. [69], Ma Hui-Fang et al. [80], 
Dabek et al. [66], Rao et al. [81], Rao et al. [16], Husain et al. [17] and Rieder et al. [82]. The 
measured cross section is in good agreement with TALYS-1.95 calculations within the error bar, 
however they are higher than the evaluated excitation function by the TENDL-2019 library.

5.5. The 86Sr(n,2n)85Srg reaction

Fig. 9 shows the measured cross section for 86Sr(n,2n)85Srg reaction at 14.77 ± 0.17 MeV 
neutron energy along with reported experimental data from the EXFOR database and evaluated 
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Fig. 10. Comparison of experimental 84Sr(n,2n)83Srg reaction cross sections with the evaluated TENDL-2019 data and 
theoretical values using TALYS-1.95.

data from the TENDL-2019 library. For this reaction, Hui-Fang et al. [80], Holub et al. [68]
and Strohal et al. [19] adopted 27Al(n,α)24Na reaction as a monitor reaction. Luo et al. [83], 
adopted 93Nb(n,2n)93Nbm reaction as a monitor reaction. Reported cross section data are nor-
malised at respective neutron energies with respect to IRDFF-II data for respective monitor 
reactions.

The present results for 86Sr(n,2n)85Srg reaction are in good agreement with the reported ex-
perimental cross sections of Luo et al. [83]. However, the experimental results reported by Ma et 
al. [80], Holub et al. [68] and Strohal et al. [19] show large deviations from our results. TALYS-
1.95 calculations agree with the present results within the error bar, while the evaluated excitation 
function by the TENDL-2019 library predicts a lower cross section for 14.77 MeV neutron en-
ergy for the 86Sr(n,2n)85Srg reaction.

5.6. The 84Sr(n,2n)83Srg reaction

Fig. 10 shows our measured cross section for 84Sr(n,2n)83Srg reaction at 14.77 ± 0.17 MeV 
neutron energy along with reported experimental data from the EXFOR database and evalu-
ated data from the TENDL-2019 library. For this reaction, He et al. [14] and Konno et al. [69]
adopted 93Nb(n,2n)93Nbm reaction as a monitor reaction Rao et al. [16] adopted 56Fe(n,p) 56Mn 
reaction as a monitor reaction. Holub et al. [68], Husain et al. [17] and Strohal et al. [19] adopted 
27Al(n,α)24Na reaction as a monitor reaction. Reported cross section data are normalised at re-
spective neutron energies with respect to IRDFF-II data for respective monitor reactions.

For 84Sr(n,2n)83Srg reaction, the present results are in good agreement with Guozho-He et 
al. [14], Konno et al. [69] and Holub et al. [68]. However, the present results do not agree the 
reported data of Husain et al. [17] and Strohal et al. [19]. The above two reported data do not 
follow the TENDL-2019 evaluation for the same reaction. The present results match with the 
general trend of the excitation function for the 84Sr(n,2n)83Srg reaction and the TALYS-1.95 cal-
culations. The TENDL-2019 evaluation is lower than most normalised experimental data above 
14 MeV neutron energy.
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5.7. The 88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm reaction

The average cross sections of 88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm reactions have been 
measured relative to the cross section of 197Au(γ ,n)196Aum monitor reaction at 15 MeV 
Bremsstrahlung endpoint energy. The total uncertainties in the measured cross sections of 
88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm reactions are 5.37% and 5.81% respectively with a detailed 
covariance analysis. The energy dependant cross section from the TENDL-2019 library and 
TALYS-1.95 calculations with eight different gamma-ray strength functions have been converted 
to the average cross section for bremsstrahlung with end point energy of 15 MeV by using equa-
tion (11) and compared with the present result in Table13. It is observed from the present work 
that for both 88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm reactions, the measured average cross section 
is not in agreement with the TENDL-2019 evaluation and GSF-1 to GSF-8 although they are of 
the same order of magnitude of the present results.

6. Conclusions

Cross sections for 88Sr(n,2n)87Srm, 88Sr(n,p)88Rb, 88Sr(n,α)85Kr, 86Sr(n,2n)85Srm,
86Sr(n,2n)85Srg and 84Sr(n,2n)83Sr reactions have been measured at 14.77 ± 0.17 MeV neutron 
energy with 27Al(n,α)24Na and 27Al(n,p)27Mg as monitor reactions. In addition, the average 
cross sections for 88Sr(γ ,n)87Srm and 86Sr(γ ,n)85Srm reactions have been measured using 15 
MeV bremsstrahlung photons from a medical LINAC  with 197Au(,n)196Au as a monitor reaction 
with Activation Technique and off-line gamma-ray spectroscopy. Uncertainty in measured cross 
section is determined with a detailed covariance analysis. The results from the present work were 
compared with available normalised EXFOR experimental data and evaluated nuclear data from 
the TENDL-2019 library. The measured cross sections are found to be in good agreement with 
certain literature and statistical model calculations with the TALYS-1.95 code. The results of the 
present study validate nuclear model approaches with increased predictive power. The photonu-
clear reaction cross sections are reported for the first time at 15 MeV bremsstrahlung end point 
energy. The present results highlight alternative production routes for 87Srm and 85Srg.
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possibly resulting in a major worldwide recession and a spike in worldwide oil and gas price levels. 
Rising global commodity prices, if sustained or worsened, have the potential to produce fast and 
extended hyperinflation in several nations. 

Continued price increases may aggravate poverty and food shortages for certain populations, 
especially in import-dependent Middle Eastern and African nations (e.g., Egypt, Lebanon, Libya, and 
Yemen). These trends may potentially exacerbate political unrest and create migratory problems in 
certain areas (Khudaykulova, Yuanqiong, & Khudaykulov, 2022). This highlights that this impact of 
war is longstanding and will be lasting in the world and both in Ukraine and Russia individual. Along 
with harming the well-being of the people and their houses, these war zone issues will also affect a lot 
to the economic stability of the world. Especially the sanctions that are being imposed on Russia along 
with its counter-sanctions are all likely to lead to a major imbalance on both the national and 
international levels.  

The Russia-Ukraine war has had a significant impact on the region and beyond, with consequences in 
various areas: 

Humanitarian: The conflict has had a devastating humanitarian impact, with thousands of people 
killed and millions displaced from their homes. It has also led to the breakdown of essential services 
such as healthcare, education, and access to clean water. 

Economic: The conflict has had a significant impact on the economies of both Russia and Ukraine, as 
well as on the wider region. It has disrupted trade and investment, damaged infrastructure, and 
resulted in significant costs for reconstruction and recovery. 

Political: The conflict has led to the destabilization of the region and has strained relations between 
Russia and Ukraine, as well as between Russia and Western countries. It has also challenged the 
principles of international law, such as respect for territorial integrity and sovereignty. 

Security: The conflict has had wider implications for security, with the potential for the conflict to 
escalate and for tensions to spread beyond the region. It has also led to the militarization of the region 
and an increase in arms production and sales. 

Diplomatic: The conflict has led to increased tensions between Russia and Western countries, 
resulting in the imposition of sanctions on Russia by the United States and European Union. The 
conflict has also tested the ability of international organizations such as the United Nations to resolve 
conflicts and promote peace. 

CONCLUSION  

The beginning of the Russia- Ukraine started with the wish of Ukraine to enter into the NATO which 
Russia was completely against off. Although the head strong decision of both the countries and the 
long-standing history of Russia on constant acts of war have turned the fears of the world to come 
true. This war and its longstanding attacks have affected both the countries as well other countries on 
the international level. The most evident impact of this war is concerned with the loss of life and 
people in this. Apart from this the disruption in the global supply chain due to the sanctions on Russia 
by the Western countries have resulted into the major imbalance of import and export on the 
international level. It has also indeed resulted into hyperinflation making it difficult for the people to 
afford their basic necessities.  

The conflict has its roots in political, economic, and security issues, with Ukraine seeking closer ties 
with the West while Russia seeks to maintain its influence over Ukraine. The conflict has resulted in a 
significant humanitarian impact, with thousands of people killed and millions displaced from their 
homes. It has also had a significant economic impact, disrupting trade and investment, and leading to 
significant costs for reconstruction and recovery. The conflict has challenged the principles of 
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international law and has strained relations between Russia and Western countries. Despite numerous 
ceasefire agreements and diplomatic efforts to resolve the conflict, a lasting peace remains elusive, and 
the conflict continues to be a source of tension and instability in the region.  
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Abstract 
Human beings are social animals who have survived throughout history only due to their constant ability 
to migrate. Migration refers to the process of people moving from one place to another, typically for 
permanent or semi-permanent settlement. There are many reasons why people migrate, including 
seeking better economic opportunities, political or social instability, environmental factors such as 
natural disasters or climate change, family reunification, and education. People who migrate are often 
referred to as migrants, and they may face a variety of challenges and barriers, including language and 
cultural differences, legal and bureaucratic hurdles, and discrimination. Governments and international 
organizations play a key role in managing migration and ensuring that it is safe, orderly, and humane. 
This can include policies to protect the rights of migrants, promote integration and inclusion, and address 
the root causes of migration, such as poverty, inequality, and conflict. Although this process of migration 
has indeed been the reason for the cause of a lot of issues on a wide scale. This paper has been developed 
to understand these major issues. The aim of this research paper is to focus on the major issues of 
immigration. They are related to changes in the labour market, changes in the demand and supply for 
labourers, financial drains, health issues, and a raise in crime rates. Apart from this, the paper has also 
highlighted the emerging issues related to migration which is concerned with children. 
 

Introduction  
Migration is the movement of individuals from one location to the next, either within or even 

across national boundaries. Individuals move for a variety of causes, including better economic 
possibilities, fleeing violence or oppression, reuniting with family and friends, or furthering their 
education. Migration can occur in numerous ways, including voluntary or forced movement, internal or 
international migration, and temporary or permanent migration. Refugees, for instance, may be 
compelled to escape their home nation because of warfare or oppression and claim refuge in some other 
nation, or economic migrants may relocate to some other nation in quest of better job possibilities 
(Charles et al., 2018). Migration is indeed a continual phenomenon that has sparked political discussion 
throughout the globe. The Individuals that had left their respective homelands willingly for financial or 
some other causes, or people who have been compelled to leave their respective countries (refugees, 
displaced persons, etc.), have demonstrated a consistent rising pattern.  

Handling people migration is among the most difficult tasks for landing nations globally, both 
developed and developing. It is compounded in cities, where migrants often seek a higher standard of 
living. The reasons and pathways of migrant flow for various forms of migration are hard to tell apart, 
providing challenges for governments (Borkowska et al., 2018). This process of migration may both 
have beneficial and bad consequences both for migrants and the cultures they migrate to and from. On 
the one side, migration may boost cultural exchange, economic progress, and variety. Migration, on the 
other side, can cause societal conflicts, exploitation, and prejudice. This paper will further discuss and 
evaluate different kinds of issues that the process of migration develops will be discussed in detail.  
 

Study Area  
A study area is the specific geographic place or area getting investigated in a research endeavor. 

The research topic or goals often determine the study area, which might be different according to the 
extent and emphasis of the investigation. The study area of this paper is the global concept. The entire 
concept of migration and its effects will be discussed by applying global concepts. How the overall 
process of migration is affecting society on the global level will be discussed in this paper.  

Result and Discussions  
Long-term and expanding research on the phenomenon of migration and mobility indicates that 

movement is in significant part tied to broader global financial, sociological, geopolitical, and technical 
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shifts impacting several important policy concerns. As globalisation trends develop, such alterations 
increasingly influence the way we live as we go about our daily routines - in our employment, in our 
homes, and in our communal and religious life (World Economic Forum, 2017). Due to the continual 
advancement of distance-shrinking technology, a growing number of individuals are capable of 
obtaining knowledge, commodities, and service from across the world. In the past few years, the 
different issues of both security and financial ability have led to an increasing number of migrants on 
the global level. Foreign migrants make up an insignificant proportion of the global demographic 
(approximately 3.3% in 2015). Among the 244 million global migrants registered in 2015, 58% reside 
in affluent countries, with 85 million coming from underdeveloped countries (OCED, 2014). 
Throughout the last 25 years, Asia, Europe, and North America have had the greatest increases in the 
number of foreign migrants, acquiring over 27 million apiece, or nearly 1.1 million more migrants every 
year. In recent years, an array of nations has indeed been open to periodic immigration. In 2015, more 
than 70% had strategies either to preserve or not intervene to modify the number of foreign migrants, 
whereas roughly 13% have measures to decrease immigration and 12% had strategies to increase it. In 
2015, roughly one-third of all governments have anti-emigration laws. On the international level, there 
have indeed been both positive and negative reactions from countries, society and government officials 
from all across the globe (WHO. n.d). The negative approach to the process of migration or the person 
who has immigrated is connected to the issues that are developed due to migration.  

Among the different issues, one of the major issues that the process of migration has developed 
is concerned with health. Refugee and migrant health issues are comparable with those experienced by 
the overall population, although some categories might experience them with greater frequency. 
Unexpected accidents, hypothermia, wounds, stomach ulcers, cardiac diseases, pregnancy- and 
delivery-related difficulties, diabetes, and hypertension comprise the most common medical problems 
among recently arriving refugees and migrants. Female refugees and migrants have unique problems, 
notably in the areas of maternity, infant, and immunization coverage, including reproductive and sexual 
health, and abuse (Duncan & Popp, 2017). The hazards linked to population migrations, such as 
psychological illnesses, reproductive health issues, greater newborn mortality, dietary illnesses, drug 
misuse, drunkenness, and witnessing an assault, make refugees and migrants more vulnerable to 
nosocomial illnesses (NCDs). Many times it is difficult for the host country to provide the necessary 
support for this kind of health issue (IOM, 2020). Almost every country has a planned healthcare system 
that works along with its population and its demographic. Providing necessary support and extra 
services to this sudden number of people indeed becomes more difficult for people on a wide scale.  

Apart from the health issues related to migration other areas like the labour market, economic 
well-being and social peace and crime also need to take into consideration. One such important area 
where the process of migration is affecting or resulting in the development of serious issues is the labour 
market (OHCHR, 2013). Whilst the flow of migrants generally corresponds to economic strength, 
particularly from constructing to developed economies, the issue is whether migrants themself 
contribute to the prosperity of the recipient economic system or if their existence robs natives of 
employment opportunities and/or symbolizes a hardship to residents. If prices are inflexible, a basic 
model of labour availability and demand might indicate that migration, depicted as a simple change in 
the supply of workers with a downward-sloping labour quantity demanded and all else being constant, 
will cut native wages or drive out their job (OHCHR, 2013). This issue of taking on native jobs in the 
labour market led to further hatred among the native people against the migrants leading to major social 
and political issues on the international level.  

Another major source of public concern about immigrants is the potential influence on 
government finances, especially if they're net recipients or net beneficiaries of social payments. 
According to studies and conclusions, this fear seems to be more prominent in public views than that of 
the effect migration has on income and employment. The idea that immigrants strain public finances 
can explain why, in so many advanced countries, richer persons are frequently in favour of curbing 
migration, even though owners of capital were probably going to benefit from the inflow of workers 
(Koczan et al., 2021). In the near term, migrants typically place a price on the target country, particularly 
in terms of social inclusion and support, as well as the duration required to find work. Refugees have 
higher expenses, whereas financial immigrants face less. For a long time, immigrants have been less 
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expensive than locals regarding medical services since individuals prefer to relocate while they're still 
young. If migrants effectively integrate into the labour market, then have a net beneficial influence on 
governmental finances over time (Koczan et al., 2021). In aging countries, the immigration of young 
workers might alleviate the budgetary viability pressures on pension schemes while also assisting in the 
payment of seniors' medical expenditures.  

Another significant public worry regarding migration's influence on recipient nations is the link 
connecting criminal activity and immigration. Generally, communities with high rates of crime have a 
higher proportion of immigrants (Amelina, 2022). Yet, when the demographic characteristics of 
something like the cities are controlled for or auxiliary factors are included, immigration seems to have 
a minimal to substantial direct influence on violent crime. Individuals' criminal behaviour, especially 
that of immigrants, is heavily influenced by labour market options. People in the Becker-Ehrlich model 
of crime logically select between crime and legal labour force activity based on the prospective rewards 
within each choice. The "return" of criminality is calculated by weighing the likelihood of being 
discovered and punished against the income from formal employment. If indeed the latter overcomes 
the latter, a person will act criminally (Edo et al., 2020). In the migration setting, the model implies that 
incorporation into formal business decreases the likelihood of migrants committing crimes. Among all 
of these one of the merging issues in concern with migration is related to children.  

Deportation and forceful removal of unaccompanied minor migrants and refugees are major 
causes for worry. This large-scale deportation procedure, which is the result of aggressive regional 
border security measures, mainly in Europe and North America, externalizes the protection obligations 
assigned to child migrants to authorities that are ill-equipped to carry things out. Human rights 
organizations have raised substantial child welfare issues about all of these rules, notably the lack of 
any systematic investigation of the best interest of kids or the potential threats at home (Li, 2022). 
UNICEF claimed in 2017 that kids made up 9% of the estimated 400,000 migrants trapped in Libya, 
with 14,000 of them traveling alone. Amnesty International stated in May 2018 that there were over 33 
operational prison camps in Libya, including over 7,000 migrants (many more of them minors) held in 
custody. Of the lack of resettlement options in Europe or abroad, the European Union, African Union, 
and United Nations organizations have concentrated their attention on repatriating migrants who want 
to leave imprisonment and return home (Pruitt, 2021). The International Organization for Migration 
(IOM) has supported the repatriation of approximately 23,000 migrants from Libya, along with a few 
kids. Attempts are indeed being undertaken to guarantee that evaluations of the economic interest of 
deported kids are done before departure, as well as to deal with the absence of assistance available to 
returns or their families after they reach their destination country. 

Migration can have a significant impact on both the sending and receiving communities. Some of 
the positive impacts of migration include:  

1. Economic growth and development: Migration can lead to an increase in the labor force, which 
can contribute to economic growth and development. Migrants often take up low-paying jobs 
that are hard to fill, and in doing so, contribute to the overall productivity of the economy. 

2. Cultural exchange and diversity: Migration can bring people from different cultural backgrounds 
together, leading to cultural exchange and diversity. This can enrich the social fabric of a 
community and promote understanding and tolerance. 

3. Remittances: Migrants often send money back to their families and communities, which can help 
to alleviate poverty and support development projects. 

4. Innovation and knowledge transfer: Migrants often bring new ideas and skills to their new 
communities, which can contribute to innovation and knowledge transfer. 

However, there are also negative impacts associated with migration, including: 
1. Brain drain: Migration can lead to a loss of skilled workers from the sending country, which can 

exacerbate skills shortages and hinder development. 
2. Social tensions and conflicts: Migration can lead to social tensions and conflicts between 

migrants and the receiving community, particularly if the migrants are seen as a threat to jobs or 
cultural norms. 
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3. Exploitation and discrimination: Migrants are often vulnerable to exploitation and 
discrimination, particularly if they are undocumented or working in low-paying jobs. 

4. Economic and social costs: Migration can impose economic and social costs on both the sending 
and receiving communities, particularly if the migrants require social services or contribute to 
congestion and environmental degradation. 

Overall, the impact of migration depends on a range of factors, including the characteristics of the 
migrants, the policies of the sending and receiving countries, and the attitudes of the communities 
involved. 
 

Conclusion 
This paper has indeed helped in highlighting some of the major issues related to the process of 

migration for both the immigrants and the hosting nation. As per the analysis, some of the major issues 
that have been highlighted are concerned with demand in labour markets and the ability of immigrants 
to take over the native peoples’ jobs. Apart from this the financial drainage and the health issues caused 
by the immigrants along with the growth in crime rates are also one of the most significant issues that 
can be highlighted. The paper has also highlighted some of the emerging issues which are concerned 
with child immigrants who have no proper guidance or alone move on their own. Managing and 
engaging these kids in the right places is becoming difficult for the authorized on a wide scale. Although 
necessary efforts are being adopted all across the places. 
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“SOCIAL MEDIA AND DEMOCRACY” 
 

Dr. Mukhtar Shaikh, Dept. of Political Science AKIs Poona College, Camp Pune. 
 

Abstract:  There are many media of communication. There are many methods and ways of 
communication as individual communication and group communication. Social media is one of the 
effective media of group communication.  Press is one of the most affecting social media in India.  In 
democratic countries, the media is known as the "fourth Pillar" to keep an eye on the activities of the 
legislature, executive and judiciary. Since the 18th century, especially since the time of the American 
Independence Movement and the French Revolution, the media has played an important role in 
reaching out to and informing the public. If the media plays a positive role, then any person, 
organization, group and country can be made economically, socially, culturally and politically 
prosperous.  Since, the press has played a very important role in the strengthening of democracy in 
any country that freedom of the press has been considered important for a healthy and strong 
democracy, but the irony is that for the past few years there has been a continuous decrease in the 
matter of press freedom. In the case of freedom of the press, a sensational report of the American 
watchdog Freedom House came out this year, which revealed that there has been a decrease in press 
freedom for the last one and a half decades. The current paper through a light on social media and 
democracy. 
 
Key Words: Society, social media, democracy, role, press, journalist etc. 
 
Introduction:  In the present times, the utility, importance and role of media is continuously 
increasing. No society, government, class, institution, group, person can move forward by neglecting 
the media. Media has become an indispensable necessity in today's life. If we see what is called a 
society, then the fact comes to the fore that we cannot call a group of people or an unrelated human 
being as a society. Society means the mutual fabric of relationships, in which communities of rational 
and thoughtful human beings exist. 
Media is a comprehensive system which includes printing press, journalists, electronic media, radio, 
cinema, internet etc. If we talk about the role of media in the society, it means that what is the media 
contributing directly and indirectly to the society and what positive and negative effects it is having 
on the society during the discharge of its responsibilities. 
Looking at its impact, it is clear that with the increase in the power, importance and usefulness of the 
media in the society, its positive effects have increased considerably, but at the same time its negative 
effects have also emerged. 
While the media has contributed to making the public fearlessly aware, exposing corruption, logical 
control over power and promotion of public interest works, it tarnished its role by being caught in the 
web of greed, fear, malice, competition, maliciousness and political machinations have also done. 
Adoption of yellow journalism for personal or institutional vested interests, exploitation of others by 
blackmail, giving attention to spicy news and distorting news, publishing news inciting riots, giving 
double meaning to events and statements, fear or greedily flattering the ruling party, unnecessarily 
praising and glorifying someone and criticizing someone else are being done by the media nowadays. 
Exaggerating the accident and sensitive issues, ignoring the news related to 'honesty, morality, 
conscientiousness and courage' have the common features of the media today. This behaviour of the 
media creates a situation of disorder and imbalance in the society. 
 
In the matter of freedom of the press, today the situation has changed a lot and for the last few years, 
conspiracies are being made to blunt or break this weapon in the form of a pen.  Today, Journalists are 
the most threatened by political, criminal and terrorist groups and India is no exception in this matter. 
It is ironic that in newsrooms around the world, there has been an increase in fear and tension caused 
by government and private groups.  
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Social Media and Democracy: Social Media affects democracy. The reason for this is that through 
this the public is getting more information and people are becoming aware. Due to Corona, political 
parties have been able to convey their views to the public only through virtual meetings in elections. 
With the connection of social media, one can also participate in debates by sitting in their respective 
areas. This is the only link because of which people are connected with each other. The major problem 
of social media id fake which must be stopped. Not only in India but all over the world, the pen has 
been considered more powerful than the sword and more effective than the edge of the sword, because 
of its vigilance, many big scams have been exposed in the last few decades in many countries including 
India.  
It is the result of the power of the pen that many a times big industrialists, leaders and giants of various 
fields who are involved in wrong deeds come down to the floor in a single stroke. If we look at history, 
in the 1970s, when America's famous 'Watergate' scandal was busted, American President Richard 
Nixon was also forced to step down. The same situation has been seen in India too, when due to the 
alertness of the press, high-ranking leaders like Union Ministers and Chief Ministers, who have held 
very important positions, have been jailed in various cases of corruption.  
Underlining the role and power of the press in India, Akbar Allahabadi once said, "Neither pull the 
bow, nor the sword, when the cannon is in competition, then take out the newspaper." The meaning 
of his statement was that the pen More powerful than cannon, sword and any other weapon. The 
country's first Prime Minister Pt. Jawaharlal Nehru had also said in one of his addresses on December 
3, 1950, "Instead of banning the press, I would like to have a completely free press despite all the 
dangers of misuse of its freedom because Freedom is not just a slogan but an integral part of 
democracy. 
 
Antisocial activities are reaching the youth through the Internet, due to which there is a continuous 
decrease in morality, culture and civilization in them. In view of all this, it has become necessary to 
discuss the role of media. 
 
Indian Scenario of Social Media: In India, the situation is getting worse day- by-day in terms of 
freedom can be gauged from the annual report of 'Reporters Without Borders'. In the report released 
by the same organization in the year 2009, where India was at 109th position in terms of press freedom, 
in a decade it has dropped 31 places to reach 140th position. According to the facts presented in this 
report about the freedom of the press in India, where India was at 136th position in 2017 and 138th 
position in 2018 in terms of press freedom, now it has slipped two places and reached 140th position. 
Undoubtedly, this decline in the freedom of the press does not bode well for a healthy democracy. 
According to the organization, hatred against journalists is turning into violence around the world, 
which has increased the fear of journalists around the world. The direct and clear indication of the 
decrease in the freedom of the press is that the right to freedom of expression, which is enshrined in 
the basic spirit of democracy, is gradually decreasing. 
According to the report, Norway has the best position in terms of press freedom. Apart from Norway, 
Finland, Sweden, the Netherlands, Denmark, Switzerland, New Zealand, Jamaica, Belgium and Costa 
Rica also occupy the top positions in press freedom countries, while Turkmenistan, North Korea, 
Eritrea, China, Vietnam, Sudan, Syria, Djibouti, the condition of press freedom is worst in countries 
like Saudi Arabia, Laos etc. Pakistan has moved from 139th  to 142nd  position while Bangladesh has 
also slipped from 146th  to 150th  position. 
On various occasions, not only in India but all over the world, journalists have to pay the price of truth 
even by giving their lives. At least six journalists were killed in India last year, according to a report 
by Reporters Without Borders. Apart from this, there were fatal attacks on many journalists and many 
journalists also had to face 'hate campaign' on social media. Although perhaps the number of killing 
of 15-20 journalists in a year around the world would not shock people that much, but if we look into 
the depth of the matter, it becomes clear that how bad the situation is. Some time ago, a report by the 
International Federation of Journalists revealed that more than 2300 journalists have been killed in the 
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last two and a half decades since 1990, out of which only 112 journalists were killed in the year 2015. 
Given. A Reporters Without Borders report on India reveals that one of the current states of press 
freedom in India is violence against journalists, including police violence, attacks by Maoists, reprisals 
from criminal groups or corrupt politicians Is. Its direct and clear meaning is that if something wrong 
or unethical is happening anywhere, which is being suppressed or hidden and a journalist tries to 
expose it, then he is putting his life at risk because to curb such journalists, all kinds of unethical 
methods of money, price, punishment, discrimination are used, and if they do not agree, sometimes 
elaborate arrangements are made to suffocate such journalists. 
Killing journalists has been considered as the last and cruellest way to put pressure on the media. 
Although, the freedom of the press has not been provided separately in the Indian Constitution, but its 
freedom is also inherent in the freedom of expression and freedom of the citizens, and in case of danger 
to the unity and integrity of the country, this freedom can also be obstructed, but such Even when no 
situation is created, the killing of journalists in the country and journalism becoming challenging is 
never in the interest of democracy, rather it can be clearly considered as an attempt by some forces to 
demolish the fourth pillar of the democratic system. 
 
Media and Leadership: Media provides leadership to the society in many ways. This affects the 
ideology of the society. Media should also be present in the role of motivator so that society and 
governments get inspiration and guidance. Media is also the protector of the interests of different 
sections of the society. He also plays the role of a watchdog of the society's policy, traditions, beliefs 
and civilization and culture. Different sections of the society get information about the various 
incidents happening all over the world only through the media. Therefore, he should present the 
information objectively in the right perspective. 
 
Media’s Role in Society: Media also plays a big role in the imbalance and balance of the society 
through its news. Media can develop a sense of peace, harmony, harmony and courtesy in the society 
through its role. In times of social tension, conflicts, differences, wars and riots, the media should act 
in a very restrained manner. Media also plays an important role in inculcating the feeling of devotion 
and unity towards the nation. In honour of the martyrs, the media should take an active part in 
broadcasting inspiring and encouraging news. Media can also play the role of social worker through 
various social works. By providing public assistance at the time of earthquake, flood or other natural 
or man-made calamities, it can do a great service to humanity. Media should also come forward to 
promote good practices  
 
Conclusion: The role of the media should be as an agency providing accurate information. Society 
gets information about the events happening all over the world through the media. That's why it should 
be the endeavour of the media that this information should be realistic. There should be no attempt to 
present information by distorting or corrupting it. For the benefit and information of the society, the 
information should be presented before the public in its original and pure form. The presentation of 
the media should be such that it can guide the society. The presentation of news and events should be 
in such a way that the public can be guided. Good articles, editorials, informative information, best 
entertainment etc. should be included in the news only then the right direction can be given to the 
society. 
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